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SUMMARY

This introductory text contains an initial description and categorization of the 20 papers included within this special
edition, and provides a brief reference 1o the criteria set for the evaluation process applied to each paper. in total 51
scientists from different fields of specialization (medical doctors, computer scientists, engineers, etc.) contributed this
year their research reports to this edition, representing 7 different European countries. The 51 contributors also
represent approximately 13 different Universities, 6 research institutes and at least 6 different medical agents (i.e.
medical companies. organizations or clinics. and medical institutions belonging to Universities). Most of the
contributors have a direct and continuous relation and experience to medical decision-making and clinical
environments. while the rest of them, represent universitv research groups and research institutions, mainly working in
computer science. In respect to intelligent methodologies. the majority of the papers included in this edition refers
primarily to decisior support svstems, fuzzy rule based svstems. and artificial neural networks and secondarily to
aspects of learming. data mining and genetic optimization. The most popular domain of application within the collection
of papers s with no doubt. that of diabetes.

INTRODUCTORY CONCEPTS AND INTELLIGENT E-HEALTH

As it was stated in [1], [4]. computational intelligence 1ools and techniques have become the method of choice for
probiems and domains having specific characteristics. such as, high degree of complexity. linguistic representation of
concepts or decision variables. high degree of uncertainty. lack of precise or complete data sets, etc. Some areas of
computational intelligence became particularhy famous over time. due to their effectiveness in facing specific real-world
problems. Nowadays. fuzzy rule-based svstems and soft computing. neural networks. evoiutionary computation and
finally, machine learning, are the most recognised sub-topics of computational intelligence. Computer science lately
focuses in the discovery of combinations of intelligent tools and techniques that make sense in a theoretical and also a
practical basis. such as hybrid (i.e. containing more than one intelligent components) schemes. or adaptive systems, or
both the above. The majority of the application domains with a successful use of computational intelligence tools and
technigues is closelv related 1o medical and biomedical problem-solving. During the last two vears. numerous scientific
meetings and events have been taken place with the support and involvement of the Human, Medical and Healthcare
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Committee related to medical applications of intelligent systems, see for example the workshop' on fuzzy diagnostic
and therapeutic decision support 2], the workshop on inteliigent systems in patient care [3], or the organisation of an
interdisciplinary summer school teaching soft computing in medicine to medical doctors and engineers’, as well as last
vear’s special sessions [4]. This year’s special session deals with the construction of intelligent e-health schemes. i.e.
usually web-based or telemedicine-based decision support systems, used for specific real-time / real-world medical
applications. ‘

AIMS AND SCOPE OF EUNITE’S “IBA D: HUMAN MEDICAL & HEALTHCARE”™

EUNITE (Eurcpean Network on Intelligent Technologies) came into existence in January 2001, being the successor to
ERUDIT {European Network of Excellence on Fuzzy Technology), which had been funded by the European Union
over a period of 5 years. The scope of EUNITE has been extended significantly from that of ERUDIT including two
main additional areas. These are Smart Adaptive Systems (SAS) and Hybrid Systems (or Integration and- Hvbrid
Systems (IM)). The structure of EUNITE provides for two Research, Theory and Development (RTD) groupings on
SAS and IM. The core of the industrial applications areas are divided into 5 IBA (Industrial and Business Applications)
tracks, one of which is that on Human, Medical and Healthcare (HMH) which is responsible for this Preceedings
volume. In addition, there are commitiees responsible for Technology Transfer (into industry) and Training and
Education (including Web-based delivery).

The aims of ecach IBA include participation in the Annual Symposium of EUNITE, the first held in Tenerife last vear,
on 13, 14 December 2001, see [4]. Smalier Workshops are also being organised in member states, the HMH IBA having
held such events in Edinburgh (Sept *01), Vienna (Oct "01) and a traning course on Neural Networks for Clinicians in
Aachen (Oct "01). A Roadmap is being developed for each application sector, including material based on state-of-the-
art survevs In the relevant fields. In addition, case studies are being elicited to illustrate relevancy of the techniques, and
Task Forces are being considered for areas where there are perceived gans in important topics. In particular, we hope to
encourage vounger researchers to interchange their ideas and meet -ith established researchers in the specialist topics.
Currently. the HMH track has 10 founding Key Nodes. together with many more other Nodes who are interested and
active in medical systems. It is intended that this number should grow steadilv in coming vears, with the proviso that
Node members should show genuine participation in at least one of the activities mentioned a>ove.

RESEARCH WORK CONTAINED IN THE PRESENT COLLECTION OF PAPERS

Papers are divided to three categories. which correspond. 2ot primarily to their area of specialization, but to their
presentation sequence. according to the sessions crganized during EUNITE-2002 Symposium.

Papers [3]-]10] are closeiy related to intelligent e-health applications in medicine, announced as the special topic of this
year's activities. The work n [3] describes 2 system that Llends the ANNs™ advantages for non-linear information
processing with the capabilities of DSS to provide help on specific problems that arise in medicat practice. The
apphecation domain has to do with the prediction of nisk of intoxication in patients ireated with digoxin. 2 commonly
used drug. tor the weatment of cardiac diseases. In [6]. 2 web-based effective management of diabetes mellitus is
described. The diabetes management svstem was developed in order tu provide instant access to an electronic diabetes
database and real-time information for health care professionals. in arder to facilitate their decision-making. The work
described 1n [7]. discusses the possibility 1o utihize a mulvagent systern as a platform for development of smart adaptive
svstems, through a knowledge-based modet of the agents” mriwal awareness (social knowledge). In [8]. a remote
multimediy -based approach is proposed. nvolving muticriteria decision-making, classical nerworking considerations
and user preferences. for back pain treatment. In [9]. the just in time concept 1s introduced. as a procurement technique
for hosputal pharmacy. The study demonstrates the use of a software model for healthcare logistics, based on the
intzliigent agent technology and the internet. technology. Finally in [10] the development of an inteliigent agent is
described. that is based on causal probabilistic networks and interprets blood giucose monitoring data through
telemedicine technology, for generating alarms when some deviations in the patient state are detected.

Papers [11)-116] focus on the application of adaptive and:or hvbrid computational intetligence schemes in medicine. In
f11]. classification of damages existing it the central nervous syvstem (CNS) of newbom infants is attempted, by
performing crv analysis with the aid of ANNs. The work described in [12], integrates a verification tool, which can
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classify kinds of solicited dental surfaces into a specific therapy instrument called the ultrasonic scaler. In fact, the
problem corresponds to the application of a feature extraction aigorithm, to the data of a vibrational signal. Next, [13]
presents an attempt to automatically define feedforward ANNs using genetic programming. The proposed system is
tested on two real world data sets related to thyroid and Pima Indians diabetes. The work in [F4] discusses the fuzzy-
controlled glaucoma monitoring based on arden syntax. The approach is assisted by a knowledge base, containing the
outcomes of an ANN and a-set of fuzzy control rules. In [15], an application of learning vector quantization is
presented, for detecting drivers dozing-off, by analysing EEG and EOG recorder signals during an overnight simulation
task. In [16], gene expression data based cancer status prediction is attempted for individual patients, with the aid of an
optimised fuzzy cluster and rule-based system.

Finally, papers [17]-[24] consist other research attempts related to computational intelligence, applied in medical
domains and thus. mainly consist intelligent computer applications to specific medical decision making problems. In
[17], it is showed that trapezoid functions with larger core regions arz the more appropriate functions for calculating the
membership degrees within neuro-fuzzy systems. Preliminary benchmark examples are given for the analysis of septic
shock patient data. Next, [18] attempts a classification of eyetracking signals with vector-based ANNs. In [19], a
method for enhanced evaluation of classified input vectors is proposed. applied to motoric ability tests for alcohol
detection. in [20]. an ANNs based multisensor fusion is presented, applied in remote sensing in ecology. The work in
[21], deals with the design and implementation of an inte'ligent system for the estimation of the human supervisory
operator stress level. under the normal and safety critical circumstances. Then, {22] presents a universal software tool
based on computational intelligence, for biotechnological process monitoring. In [23), ANNs are used for solving
different medical probiems such as handiing patients with potential risk of pest-chemotherapy emesis and potentially
intoxicated patients. treated with digoxin. Finally, [24] proposes adaptive segmentation and classification of non-
stationary and time-varving signals. The work illustrates the method on classification of events on EEG data.

EVALUATION OF PAPERS AND FUTURE PROSPECTS

The 20 papers included within this volume are to be presenied in the EUNITE-2002, the European Symposium on
intelligent Technoiogies. Hybrid Systems and their Impiementation on Smart Adaptive Systems®, 19 - 21 September
2002 Albufeira. Portugal. The papers will be subjected to an evaluation procedure. aiming finally to judge if they could
appear, after revision and 1mprovement of their content and meaning, in high guality journals of related scientific fields.
First phase evaluation will be performed by the audience of the EUNITE-2002 Symposium following a secret voting
process. Generally, evaluation will be based on the relevance of each paper to intelligent e-health aspects. or, to
adaptive . hyvbrid svstems, t¢ the originaliny of the work presented. to likely exploitation in the future and to the quality
of oral . poster presentation and /or wriiten text. Best papers will be announced at the end of EUNITE-2002
Symposium. The aim far ahead 15 to produce high quality journal's special issues on subjects ciosely related either to
intelligent e-health topics. or to smart adaptive systems and hvbrid computational intelligence tn medicine. All the
contriputars of this edition are greatly acknowiedged.
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Web-based clinical decision support system using neural networks
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ABSTRACT: This paper describes a system that blends the artificial neural networks (ANNSs) advantages for non-lineal’
information processing with the capabilities of decision suppon systems to provide help on specific problems that arise
in medicat practice. System has been devised to bring on users capabilities to easily create, develop and query to neural
models with no previous knowledge about the algorithms. This performance have been achieved by automating the
training process of the ANNs. In order to provide a real-world effectiveness, it has been developed as a network-based
application. concept that comprises in a singie word a web-based browser runnable (WBZR) application. Finally. a real
application example 1s shown: prediction of risk of intoxication i patients treated with digoxin, a commonly used drug
for the weatment of cardiac diseases.

KEYWORDS: decision support systems. artificial neural networks, web- ipplication, e-health
INTRODUCTION

Nowadayvs. process of economic and cuiltural globatization 15 compelhing to several European governments to increase
th.e efficiency and quality of the services offered to crizens. This circumstance is forcing to the Health Administrations
to invest a considerable amount of efforts and money in resources targeted to mcrease the Quality of Life (QoL} of
patients The most of the efforts are driven to develop moderm decision support systems (DSS). Its aim is to improve the
medical task results. either by detecung anomalous situations or suggest:ng actions, but never replacing the human
physicians

Chnical decasion s a cholce amony several possible options. being last and onlv goal the patient’s health. This task 1s,
generally speaking. sens difficult. due 10 the amount of differemt critenia that may apply from the fact analvsis.
Chncian~ consider the information conung {rom a body exploration. chmeal history and laboratory reports, before
expressine o possibie diagnosts Fral decsion 1~ often entangled by uncertamiy due to lack or imprecision of the
available duta {n t ese cases. decision support svstems can provide a second opinion o merease the conviction in the
decision 1o taxe. 1 matches with the chimician decision

The decivien probicns analvsis could not be hinear. as usualiy supposed 10 several chimeal cases. and data can hide
iregulantios incongreiies of nustahes ANNy are one of the most impoertant tools m analvsis. modehing. regression and
predicuon now avaniahlc [1] 1 use an chmead environments 1 o well proved tact with excellent results in plenty of
cases ({2 (3o Difterentiv trom other approvnmanens used in development of DSS. ANNs do not rely on any
hypothes:s arout dots distributton. and doe not need sceess o the oxpert knowledge coded in rules: they learn
relavonsiuns netween the avatlabie patient miermatien and the discase trom the real date This advantage s taken to
develop u now decision support system based im ANNS

The DSS must provide several capabrhities 1o be o usetul el apirt from bemg techmically powerful 1o bring an
acceplabic pertormance From the user pomt of view . DSS must ofter ease o1 use and must be avarlable from neariy
evervwhere The implementatton of the DSS us 1 web apphication s treiy advantageous over the classic computer
apphcatons Mo can remark the casy and unyiom access 1o the apphcatien by using a commoen web browser. the
information centralizavon and mansgement. winch will aliew 1o detect and prevent incengruitics. duplicauons or
informavon feakage, and the case of maintenance. due o the existence of an only application, common 1o every user,
which guarantees the user access to the last and most updated version
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SYSTEM STRUCTURE

Application structure is an inter-connected four elements based architecture (Figure 1): the Web Browser. the Web
Server, the Data Manager and the Decision Support Module. User access the application with the Web Browser.
connecting o a computer that acts as a server; the Web Server sends the content and the data according to the request or
the allowed permissions. In our developed system, Web Server acts as coordinator and interacts with the Data Manager
and the Decision Medule to solve the requests from the Web Browser, The Data Manager contains a database which
structure aliows the storage and retrieve of all information needed by the application (problems, variables and data.
performed tests, users, etc.) and the Decision Support Module is made up of a bunch of processes with the only purpose
of processing the whole information armived form the different users and problems, and reporting the Web Server every
aspect related to the decision or the problem solution state. ‘
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Figure 1. Bleck diagram of the system. showing the relationship among the several compenents that comprise the
Decision Support Svsiem based on Artificial Neural Networks

Hvper-Text Mark-up Language {(HTML) {4) has been the chosen programming language to create web pages of the
applicavon. and functionality at the client-side has been achieved by using JavaScnipt [5]. Dvnamic pages in the server
have been developed with PHP language [6]. Web application is runming in an Athlon 800 MHz processor PC, with 256
MB of RAM memory. Linux operaung svsiem [7]} and Apache web server [8]. The access to the mySQL database [9] ts
programnuing-tanguage driven,

THE DECISION MODULE.

The decision module uses neural models 10 provide a specific response to the clinician’s mquiry. Automatic training of
neural networks 15 delegated to a Process Server which works in paralle! with the Web Server'. The Web Server
centralizes the rest of necessary processes tor the study and treatment of the available intormation. They arc programs
that are louded and untoaded in the server when needed. Four basic functions. namely procedures. for every problem are
bullt: pugrare. unaivze. madeling. inference (Figure 2y

' At present it 1s only available the classical muititaver perceptron tramed with the backpropagation learming algorithm
[3]. Networks were trained with cross-vahdation as a stop cnterion, 1.e. pant of the data are excluded from training and
are used 1o cvaluate the generality of predicuions.
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Figure 2. Scheme o1 the DSS.

USEP INTERFACE

Neural-based DSS has been designed to assist clinicians in decision-making. This fundamental idea leads 10 a simple,
user-friendiv and intuitive interface since expertising on neural networks or machine leamning is not required {Figure 3).
In this wayv. user get the best of both worlds: culting edge neural computing and the convenience of a web-browser
interface. Moreover. the interface can adapt itself in appearance and options to the user. according to his/her knowledge
of the specific problem. In addition, data confidentiality 15 constantly protected while in transit between sites through
the "SSL" protocol. The components are (a} site certification and (b) transfer encryption .
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Firure 3. Appearance of the main sereen ot the neural-based chimical DSS.

MAIN MENY

The application 1s ready o deal with multiple authentitied users with several problems in hand at the same ume. Every
user can persenalize misher environmeni depending on the allowed tasks established by the master. that can be defined
as foliows'

+Prablem Management Menu - Options have been reduced. basically, to inquiry the decision and 1o retrieve reports
regarding the efficiency . state and specific features of the model.
eData Menu This menu allows database access and retneving,



sUsers Menu: Every problem in the Server allows more than a single user. In this menu, we find options for users
handling. licenses. security issues, etc. -

sExchanging Info Menu. This menu provides ()with additional characteristics to the application such as specific
newsgroups and talk applets. This is of relevant importance in cases when different clinicians are treating the same
or similar problems.

Figure 4 illustrates the main menu of the application.
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Figure 4. Main menu of th2 application.

DEFINITION OF A NEW PROBLEM

The fina' objective of this application is to provide a secend opinion in complex clinical problems, 1.e. the clinical
symploms or characteristics of a patient must be transformed it a diagnese of disecase. Nevertheless, this must not
disturb the reader since models do not provide a diagnosis but rather an estimation, leaving the final decision to the
clinicians. The problem is defined through a simple form to filt in {Figure 5). The user fills in the goal {problem), a
short description of the problem in hand. and which are the dependent and independent variables.

DEFINICION DE LN MIEVD PROBLEMA
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Frgure & Traiming data input form for a especific probiem. The actual scale for either input or output variables is not
relevant smce all data 1s automaucathy normahized to hiave zero mean and unit standard deviation prior processing.

Orce the problem 1s defined. the svstem prepares itself 1o coltect input data, building an internal data structure to handle
cfficiently relevamt mnformation. This implies an additional “intelligent”™ module 10 analyze each especific problem. New
data. e.g. new patients. do not necessarily need the svstem to be re-tramed since this only depends on the relevance of
the new data entered. Data whitening, Principal Component Anatvst: {PCA). clustering and other feature extraction
functions are used 1o discern this issue. This procedures are transparent to the user.

USING THE DSS WITH NEW DATA.

Once a problem s defined. the data have been entered and the model trained, the DSS can give solutions for new input
data through an auto-generated form. Questicns arc sent and subsequently evaluated by the system which responses
with probability scores (success rate. sensitivity, specificity. ROC area. Positive Predictive Value, Negatuve Predictive
Value). Figure 6 shows the process of testing the model with new data.
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Figure 6. Testing the model with new data for a specific problem. The actual scale for either input or output variables 1s
not retevant since all data is automatically normalized to have zero mean and unit standard deviation prior processing.
The system gives a dragnose of disease, a posteriori probability and confidence scores on the model.

Results depend. obviously. with the number of real data examples learned by the system. The higher the number of
patterns is. the more representative 15 the solution provided and, consequently, more confidence can be kept in new
cases (generalization capabihitys. In this sense. the system offers the possibility to include each new prediction example
in the database 1 order to re-train the model.

RESULTS

The applicanon followed a prelinunary tesung period. including different lines: tesung the leaming core of the
apptication with c¢hmcal and pharmaceuntical problems. environment refinemeni. computational burden reduction
through MEN-iiles comnilation of m-files and security testing. After this mminal peniod with clinician’s supervision. the
svstem was ready to be tested The WB™R DSS has been tested in a great amount of svathetic and real probiems. Since
the final usc of the apphication mvotves chnical problems, testing has been carried out n collaboration with two
hospitals in the city of Valencia (SPAIN)

A case study v desenibed i othis paper W tesied the applicaton m a common problem in cardiac patients: risk
stratification of intoxtcatron in patents treated with digoxan (DGX). Digoxin 1z a drug widely used for treating
congestive cardiay farlure and svmptomaie aiteratons o2 the heart rate such as auricular fibrillanon and paroxysmal
supraventricuiar tachseardia The mam drow pack denved ifom using this drug refers to the possibiity of producing
Intexcaton 1 Ihe patent duc to s narrow theraneenical range of appheation, whose value 1s usualiv accepted between
0.8 and 2 ng mi. 13 Panents monmitored in e Seonvore de Farmacta of te Haospua! Dnnversiaario Dr. Peser in the city
of Valenciw (Span) were meluded i this stady Traming st was rormed by 172 patients and 85 more patients
constitwted the vahdanon sei Pauents are then Clasanied o twoe categornes, patents with plasmatic concentrations
(PCy grester than 2 ng mil thigh risky and patenss wate: PO 2 ng mi tow sk Results were exeelient (SR = 90.6%..
SE = 805, 8P 93 nthe vahidanon ~et amd revemied e automane approach proposed as very usetul in the chmical
management o patenls

CONCLUSIONS.

In this paper we have presented a novel DSS o hieipon chinieal decision making The system s web-based. user fnendty
and intuiine and incorporates neural modeis as decmen medels Nevral networks have proven o be well sutted in
clintcal probiems net only because of the accuracy of their esumatons bul also because of their robusiness. Our future
work Is ted 10 the use of more sephistcated neursl netwerks an kemel-based methods. We are al present working on
ruies and knowledge extraction from tramed networks and expeet that an understanding of accurate models will provide
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us with information about which variables are important and which meaningless, and about treatments and suitable
protocols. etc.

Curve BX del modelc Asonal
1 ' [ T

e e ——d—

3o
H
i

0.4 2.6
iEspecificion

Figure 7. Receiving Operative Curve (ROC) of an specific model. Results are shown for training and validation, The
decision limit v is varied along the output range [-1, +1} to obtain the curve. In the table aside on can select the optimal
decision limit, mspecting the sensitivity and specificity scores achieved.
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Abstract

Effecuive management of diabetes mellitus requires the processing and interpretation of blood
glucose. insulin and other lifestyle data. This paper presents a web-based diabetes management
system {DiabNet) which was developed to provide instant access to the electronic diabetes
database and real-time information for health care professiouals in order to facilitate their
decision-making. DiabNet offers innovative oniine diabetes management involving online
appointment and consultation. It integrates portable giucometer, handheld computer, mobile
phone and Internet access as a combined telecommunication and mobile computing solution for
diabetes management. Active Server Pages (ASP) embedded with advanced ActiveX controls
and VBScript were programmed to allow remote data upload, retrieval and interpretation.
Internet-based leaming features, together with a vide teleconferencing component make the
DiabNet web site an informative platform for tele-consultation. Securty steps have aiso been
taken to protect sensttive patient information and the authentication of registered user.

Introduction

Consultations which outpatient diabetic patients have with specialised health care services
account for a tremendous amount of time and money. Patients sometimes find they have to wait
several months for therr appointment. although their problem often tums out to be a minor
clinical problem that could have been dealt with 1n general practice. Many seriously ill patients
have to endure long waiting periods for their appointment. during which time their illness will
worsen and the chances of recovery diminish.

Telemedicine offers efficient means for overcoming some limitations in the healthcare system.
Bv using telemedicine, health care institutions can increase therr pattent population throughput,
therebyv achieving shorter stavs and creased outpatient care. increased referrals, and improved
competitive differentiation. In the UK. the Naucnal

Health Senvice (NHS). for example. is currently using Racal’s Healthlink nation-wide data
communications network and messaging service to connect GP practices to their FHSAs (Family
Health Service Authorities) for its high-profile "Links” project. GPs can already send patient
registration data and Items Of Service to and from therr FHSAs this wav.

This paper describes a web-based svstem called DiabNet. that integrates handheld computer,
mobile phone and Internet access into a portable tele-monitoring and diabetes management
device. The svstem is completelyv hardwaressoftware-independent and runs independently from
the patient-jocation. For the end-user 1t offers a system which 15 convenient for storing and
retrieving infermation 1 and from the recommended portable devices. They are abie to obtain
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substantial information generated by the web service. In addition, a teleconferencing session can
be established on demand. All these components make the system a virtual clinic in close
prox‘mity to the patient and a portable tool to facilitate decision making for health care
professionals.

In the sections which follow, the architecture and functions of the system are described and its
use in routine diabetes care is illustrated.

Telecare in Diabetes Management

Diabetes affects over 100 million people world-wide and is likely to increase to affect-over 230
million people by the year 2010 and 260 million by 2025, according to the World Health
Organisation (WHO) [1]. Without proper management of the disease, diabetes can lead to severe
long-term health compiications. These include blindness, kidney disease, heart disease, and
peripheral nerve damage. potentially leading to amputation. Diabetes is a major cause of death by
disease 1n the UK. principally as a result of its secondary complications, and affects up to 2.4% of
the adult population. The disease and its complications often cause severe problems for affected
individuals and their carers and impose heavy burdens on health services, consuming at feast 5%
of national health ¢are resources [2,3].

Self-management strategies involve different components of the health care and lifestyle
regimen: blood glucose self-monitoring, dietary behaviour, exercise, medication taking,
safety;preventive actions and appropriate integration and timing of all these activities. Frequent
measurements of blood glucose are important to determine the effectiveness of therapeutic
interventions.

The following 15 a list of widely used glucometers currently available on the market: Refloflux S
(Boehringer Mannheim, Germany). One Touch II (LifeScan, USA), Glucocard Memory
{Menarini. ltalviy. Precision QID (Medisence, USA), HaemoCue (HaemoCue. Sweden),
Accutrend DM (Boehringer Mannheim. Germany) and

Samsung Fine Chemicals Co.. Ltd. {SFC). SFC announced that 1t had developed the worid's first
non-invasive olood glucose meter. a hand-held measuring device named TouchTrakO, which
measures blood glucose levels without a blood sample. By using a non-invasive electromagnetic
radiant ray to determine giucose levels. Samsung's new device eliminates the need for diabetic
patienis to prick their fingers several umes every day.

Another imporiant event in 1998 occurred in December, with the announcement of preliminary
results for the GlucoWatch™ automatic and continuous glucose-monitoring device from Cygnus
company [4]. Several testing objectives were satisfied. including the establishment of internal
accuracy target values to be used later in protocols for clinical studies. The GlucoWatch™
performs frequent measurements that can be used bv diabetic patients to control blood glucose
levels more effectivelv. Reverse tontophoresis provides non-invasive extraction, and data can be
collected and stored at the rate of three measurements an hour for up to 12 hours. Other features
will mclude an alert system. longer data storage times. and the capabilitv to download recorded
information 10 a personal computer.

With the use of these non-invasive blood giucose meters such as the GlucoWatch™ and its spin-
off products. diavetic patients should be willing to measure their blood glucose more times each
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day, providing more data for accurate aggregation and interpretation. Moreover, these light and
handy devices will become essential components of the telemonitoring system for diabetes care.

These measurements are usually delivered to the diabetologist during a conventional consultation
session, and are used as displayed in Figure t. This consultation model requires the patient to
visit the Diabetic Day Centre (¢linic) every several months based on the status of the disease.
However, such a consultation is subject to postponement or cancellation due to the patient’s
uncertain location, i.e. when travelling or due to iliness.

Figure 1: A conventional consultation session

A number of major clinical trials undertaken during the 1990s showed that patients who
maintained lower leveis of blood glucose through intensive management (frequent self-
monitoriag) had significantly lower rates of these complications [5,6].

A varietv of diabetes management programmes (i.e. Camit, Diabass, Mellitus Manager, etc.) have
been deveioped to improve compliance among patients with diabetic conditions. Some services
are solely educational, while others include an element ¢ intervention to encourage medication
adherence and behavioural change. In France using Minitel, some diabetic patients have had
access to emali and an expert system customised to give individualised dietary advice based upon
information supplied by the patient regarding diet and exercise [7]. Patients also had access to
libraries of information. for example recipes. In a randomised trial, patients with access to
information through the system demonstrated improved diabetic knowledge, improved dietary
habits and improved metabolic markers of disease control (fructosamine and HbAlc).

Many of these programmes have demonstrated improvements in patient quality of life and
reductions in total treatment costs. The greatest success has been achieved with programmes that
delrver 2 persenalised service and provide long-term follow-up. However, these programmes are
the most expensive to implement.

With the fast growmng utilisation of information and communtcations technologies (ICT) in
diabetes care. self-monitoring can be even more effective in terms of using telemedicine by
avoiding unnecessary visits to the chinic and increasing the possibility of immediate consultation
imtated by the patient. There are also some successful ¢ases that demonstrate that the use of a
handhetd computer can enhance patient care. Palm-based mobile devices provide the flexibility
and performance physicians need at anv time, 1n any patient care location to help ensure accurate
and umelv provision of the care which 15 needed {8.9]

Although self-measuring of blood glucose 1s verv important to diabetic patients. thev are stil
waiting for an approach which can mitigate the painstaking measurement process and facilitate
direct dehivery of the test results.

Using the Internet. an online approach to diabetes management mayv be proposed to deliver a
highly personalised service, over an extended period, in a cost-effective manner. Biood glucose
measurements can be immediately transmutied to the remote server for analvsis bv physicians.
Moreover. 1t 1s now increasingly unlikelv that any one institution has a representative from every
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feasible medical sub-specialty within their institution, so the sharing highly specialised expertise
across different hospitals is also required.

Shared care is a comparatively new model that is often adcpted by many different health care
professionals involved in the management of an individual patient. For example, the diabetic
patient may interact with a primary care physician (or a diabetologist), an ophthalmologist, a
diabetic specialist nurse/district nurse, a chiropodist, a dietician and a diabetes educator for
instruction in day-to-day care. All this implies not only communications between the patient and
these health care professionals, but also the communication between these team members which
are needed. -

The idea of using ICT in diabetes care as an integrated patient-doctor approach was first
addressed by the DIACRONO system, developed by Gomez, DelPozo and colieagues in the late
1980s [10]. The conceptual model of the “telemedicine based diabetic patient management
systemr” was first introduced in 1991 by the same Madrid-based group, who tried to adapt the
DIACRONO system to the specific telemedicine approach to diabetic care [11]. The system
brought together the data collection and processing capabilities of hand-held devices, namely a
Patient Unit (PU) and a diabetes workstation {WS) with therapy advising capacity. Due to the
limitations of portable computers and wide area netv-ork technologies at that time, the hand-held
devices described in the system were merely used as a data “store-and-forward” tool.

Also, the design of the PU-WS model. via the public telephone network, not only himited the
location of health care staff (he or she must sit down in front of the WS), but Iimited the number
of patients involved as well (he or she must have a handheld device mnning specific software).

The subsequent DIABTel project intended to overcome the inherent difficulties and problems of
telemedicine svstems. The project protocol was still to be based on its preceding concept and
design. However, 1t represented a further practical imp!zmentation of the first telemedicine model
for diabetes care. With the rapid development of the portable computer. this project emploved a
compact palmtop computer with decision-aid software to collect and analyse data. It was limited,
though. by the resolution and colour of the screen. Separate software design for the Medical
Workstation (MW) and the Patient Unit (PU) was emphasised to suit the specific needs of health
care staff and the patient individually [11,12]. In the mean time, the absence of the integrated
patient administration module and hardware-specific programming in this project would deter the
wide use of this service.

The need to manage diabetes care informaution and develcp quahity control European-wide was
identified in the DIABCARE Q-Net project [13]. This European project aimed at improving the
quality of health care for diabetic patients. Patient data have been collected in zll the countries of
Europe. by using the so-called Basic Information Sheet (B1S). Data Entry and Feedback Software
(stand zlone PC software), Fax Svstem and Intemet component. Data exchange is supported by
paper. fax (OCR), modem and Internet. However, transfer via the Internet by evaluation of
HTML-forms and linkage to the DIABCARE database has not been fully developed.

This project also faced many challenges such as (1) the need for multi-language support, (i1)
security problems due to the current use of paper and fax-based data sheets and (111) management
and control issues among various data centres located in different countnies. Besides, the stand-



alone software which has been introduced highlighted the need for additional training and
technical support for end users (i.e. diabetes specialists, GPs). Also, the use of PCs with modem
and Internet connectivity, based on the local conditions in each country, does not yet allow the
international benchmarking of the quality of care across all centres in Europe.

In 1997, another European project was ilaunched to develor a telematic service to assist [IDDM
patients. The T-IDDM project ( Telematic Management of Insulin Dependent Diabetes Mellitus)
inherited from the technical architecture of the DIABTel project the MW and PU concept, but
used a Web based architecture for patient-doctor communication {14]. In the implementation of
the T-IDDM architecture, the PU is connected to the hospital through standard Public Switched
Telephone Lines. while the distributed services of the MW are accessible over the Local Area
Network (LAN. and specifically to the Intranet} of the hospital. In particular, the project
introduced a powerful Oracle database, hierarchical security measurement, and various
organisational aspects in its development. In those PUs with slow CPU and low memory,
unpredictable delav in producing the graphics is inevitable, which will distract the end-user from
continuous use.

In terms of hardware. the glucose testing device is undergoing rapid improvement from finger
pricker pius giucometer to pain-free non-invasive blood glucose meter, which may give impetus
to the telemedicine approach in diabetes care. Also, the portable personal computer has decreased
much 1ts size and weight in the last 20 years, though at the same time it has becoms more and
more powerful and faster. Although some projects are currently undergoing feastbility testing on
a small scale. there 1s no evidence that this new telemedicine service has yet taken the piace of
the traditional consultation between the patient and the doctor. Diabetes management applications
on the Intemet have not been fully developed and the advantages of using the web could be
utilised to a greater extent.

DiabNet

The new DiabNet concept of mobile diabetes management has been introduced as a result of the
rapid development of personal telecommunication technology and involved the following three
steps. Firsie ternunal mobility means that patients alwavs carry a portable telephone which can be
used anviime and anvwhere. This kind of mobtlity 15 already possible with conventional celtular
phones and the GSM network. The second step. calied personat mobility, 1s 1o guarantee the
mability of the telephone number. Personal mobility will release the patient from the cellular
phone: smart card storage of their personal number as well as their relevant health care
information will be enough to estabiish o consultation session when required. The third step is to
introduce personalised services. In this wayv one can recetve personaiised communication services
by storing one’s own communication mode 1n the network. that 15 the network can assign
personaitsed space to store and forward specific multimedia health care information for a specific
patient no matter whether thev are online or not.

The scheme of the DiabNet system and telemedicine consultation is depicted in Figure 2.

The blood giucose measurements are produced by a conventional glucometer or non-invasive
GlucoWatch™. The patient can then easily input those measuremnents into their handheid
computer on the DiabNet web site while their mobite phone 1s connected via an infrared port. A
wireless modem PC card such as Arrcard™' 15 another good chotce to connect to the Intemet. A
portable PC card-based camera and ISDN modem could aiso be an option when teleconferencing
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15 needed.

The combination of the glucometer and the handheld computer is a new idea in the transmission
and processing of patient blood glucose data. By corbin’ng portable glucometers such as the
GlucoWatch™ accompanied with the handheld computer patients can measure their blood
glucose level as many times as they think necessary and input those data into the handheld
computer for transmission and analysis.

At the GP’s office, the desktop computer is connected tc the Internet. An ISDN connection is
preferred, while a fast analog modem or Ethernet card can also be installed to establish'a high
performance Local Area Network (LAN). A PCl-hased videoconferencing system is necessary to

transmit high quality moving images and sound.

Figure 2: Prototype of a telemedicine diabetes care system

A Hospital Web Server, which can be located at the local FHSA or hospital, uses Active Serving
Pages (ASP) to generate the dynamic HTML page the user requires. These web pages also
possess Microsoft ActiveX controls to produce a run-time uiagram of data set analysis. The
patient administration database and patient record database are both stored in an NT-based
Diabetes Data Server at the same location to provide extra security and data backup technology.
Microsoft® Remote Data Service technology is employed to communicate between the user and
the remote databases.

During the telemedicine consultation. the diabetologist can receive the patient’s measurements
immediately from the DiabNet web site while the patient may be a thousand miles away. There is
also the possibihity for the diabetologist. when remote from their office, to keep close watch on
the patient’s blood glucose by utilising this svstem. The diabetologist is able not only to use their
own handheld computer, but can use anv computer connected to the Internet in a public Internet
room or hotel room as well.

Client-Agent-Server Architecture for Remote Diabetes Management

Remote diabetes management uses many mobile technologies and devices. The mobile device
will not be connected to the network all the time. For example. a patient mav turn off his or her
mobile phone for some reason. however, just at the time that their doctor mav have requested a
downioad of their personal diabetes database. In a normal client-server application. if the server
cannot locate the database via a TCP/IP protocol. the SQL query session will be cancelled.
Moreover. the patient will not subsequentiv know about that request which the doctor had made
earlier. To avoid this situation there is the need for a Client-Agent-Server solution such as that
which has been adopted in DiabNet.

DiabNet uses a client-agent-server architecture that enables a client (the patient’s or doctor’s
handheid computer) to work offline and connect periedically to the network to submit requests
and receive results from the server. The agent component of this architecture functions on behalf
of the citent n 115 absence from the network as shown n Figure 3.
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Figure 3: The Client-Agent-Server paradigm

By using this technology, if either part of the connection fails to connect the network, DiabNet
Agent can store and forward the patient or doctor’s request at an appropriate time via a Agent
Event Manager, Message Gateway and client side Message Manager.

The conceptual web-based diabetes management mode] end related products described relate 1o
the development of the integrated diabetes care system - DiabNet. The DiabNet user can
manipulate the data even when they are offline. The onjv calls requiring a trip to the server are
calis to update the data server or a request for new data. Multiple ianguages are supported.

Four different levels of software security are provided before offering the service in a multi-user
environment. These are: database security, application security, browser security and system
security. Application security is quite different from database security. Application security
focuses on securing not only data but also processes. Application security can limit users' ability
to Ltilise some of the functionality provided by ActiveX control, like selecting data entry forms,
producing certain graphs or reports, or running critical procedures {such as updating a patient’s
main measurement of blood glucose (BG) level).

Forcing users to log on to and out of the applicatior. also gives the opportunity to create audit logs
of all user acuvity. These audit logs can help to keep track of who 15 using the application and to
locate and fix problems reported by users. Browser secunty refers to the web browser’s (such as
Intemet Explorer] own security screens. All of the above secunty strategies need to be combined
together i developing the DiabiNet project to ensure the maximum protection of patient data.

The sensitive web pages on the DiabNet web site refer to all the pages containing any type of
personal information. for example the patient’s treatmert history. measurements, personal
diabetes database (PDD). etc. habNet takes a “3As™ approach to proiect these sensitive web
pages - namely. Authentication. Accessibility and Audit.

Accessibihty can be defined as the nght user seeing the right thing. The appropnate rights should
be granted to different users erarchically, from svstem admimistrator. to doctors. to nurses and
to registered pauents. The sysiem admimistrator can monitor all the activities on the server and
keep the server stable and secure. Doctors can see ther list of patents. nurse list and refative
patient record. However, nurses can onlv view the data of certain patients who have been
assigned by the doctor. Registered patients can view thetr own patient records. Those who have
not registered at the DiabNet web service can only browse the general information on the web
site and. as such. theyv are called restricted users or visitors.

Audit 15 an 1import measurement to secure a web site. 1t answers: Who was recorded? (User
name}. When was the event? (Event ume). What did he or she do? (Event and files accessed). and
Where was he or she? (User’s IP address}.

All this information 15 stored in a log file on the server. The system administrator of DiabNet is

able 1o check the log file frequently (using other site management software) to assure the healthy
oneration of the DiabNet web service.
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DiabNet Functionality

The DiabNet web site, as a core component in the telematic diabetes management service, is a
dedicated web site aiming to provide a substantial information service and fast connection for
both diabetes patients and health care professionals. The main functionality includes:

Data view and interpreter of the Personal Diabetes Database;

Data query service on the basis of an arbitrary period or the blood glucose range;

Data maintenance service, i.e. appending measurements and insulin units, modification of
persenal information, etc; -
Data upload service to transmit the Personal Diabetes Database to the Central Diabetes Database;
Tele-consultation service using telephone or video conferencing software between the doctor and
the patient; and

Pattent education service providing updated information of telemedicine in diabetes management.

As a web site suitable for both skilled and unskilled Internet user, the navigation amongst these
functional pages is designed to be as easy as possible. Moreover, the security measurements are
intended to protect sensitive patient information. The web site structure diagram (Figure 4)
explains the whole web service and how the user accesses these web pages.

Figure 4: DiabNet web page structure

Once the user 1s connected to the DiabNet web server, the service requires them to identify
whether thev are a new user or a registered user. The home paze is shown in Figure 5.

Figure 5: The home page of the DiabNet web site

The “Registered User's Page” provides a main menu of the aforementioned services. From each
individual service. the user can sull click on the “Return to Main Menu” icon to go back to the
main menu. Whenever the user has anv question about a specific web page. they can click the
“help™ icon to jumnp to the relative section of the user guide, so that he or she can get online help
immediately.

New users should submit a “New User Registration Form™ to use the full service.

The New users register page aims to admit the new user (either patient or doctor) to the DiabNet
web service. Afier the user has sent the form. the information will be stored on the server ready
for appending to the central user database. An email ietter regarding the ID/Password will be
delivered to the user to confirm the registration, Registered users can log on to the services of
DiabNet from the “User Login” page (see Figure 6).

Figure 6: Registered user’s page

The “Data Viewer and Interpreter” module presents and interprets data sets from a remote
database graphically in the common web browser. There are several types of chart to present the
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same data sets. They are Line Chart, Bar Chart, Scatter or XY Plot, Pie Chart, Area Chart, Hi-
Low-Close Chart, Surface Plot, Bubble Chart, CandleStick Chart, Curve Area Chart, etc. All
Chart types are available in both 2D and 3D modes. These charts generated using ChartFX
software strengthen the statistical fanctionality and provi’e impressive visual effects when
presenting the data.

A special feature of this module is the integrated toolbar on the left side of the chart window.
Users can implement (i} file manipulation (save the current chart and open a saved chart in three
different formats), (11) clipboard manipulation, (i11) print, (iv) data presentation in different type
of chart and 3D preview. -

Users are allowed to input the particular period, e.g. the iuterval between two follow-up visits or
any other periods he or she is interested in reviewing. A combo box is provided to select among
English/French/Germarvete., to meet multinational requirements and to select the preferred
measure and time units, and define the bounds of the target range.

In the BG by Days of Period Tab, X-Y scatter charts and 3D bar charts visualise the blood
glucose and insulin data in a concise but vivid way. The X-axis represents the selected dates from
the first to the last day. The X-axis is scrollable which enables the user to view the whole data
series by just clicking the scroll bar or dragging the sliding block from side to side: the Y-axis
shows biood glucose. The circular dots in four different colours stand for four blood giucose
values of Before breakfast. Before lunch. Before supper and Before bedtime. Insulin values are
presented by a 3D bar symbol in the bottam of the plot so clinical professionals can compare the
insulin mtake with the relevant blood glucose level. Glucose levels that are out of target will be
dispiaved in different colours. e.g. hvpergiveaerma in red and hypoglveaemia in grey (Figure 7).

Figure 7: BG by Davs of Penod Tab

When the user double-clicks a particular data point in the chart. DiabNet will pop up a balloon
box to tell the user the corresponding date. ume and vatue.

The BG Scatter chart 1s a Period Overview of Blood glucose. Users can have a general
mmpression as 10 how the blood glucose fluctuates over the chosen period. This 1s especially
useful when the user wants to know where the peak or valley measurements are (see Figure 8).

Figure §: BG Scatter Tab

The BG by Davs of Period (fitung curver Tab connects all data points in the same data series, e.g.
the Before Breakfast measurements stream. Sufficient information 1s provided to enable
comparison ¢ be made with the values in the same measurement episode.

In the BG by Time of Day chart. the x-axis indicates the 1our specified sampimg tumes: Before
Breakfast, Before Lunch, Before Supper and Before Bedtime: whilst the v-axis is the BG level.
The chart gives the range of measurements at centain landmark umes (so-called meal-stamped
times) (Figure 9).
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Figure 9: BG by Time of Day Tab

The BG by Days of Week chart gives range information by comparing measurements on different
days of week, so users may pay special attention to their diet or medication on the specific day,
usually at the weekend.

The Frequency Distribution chart is a 3D stacked bar chart where two modes are available for the
user to choose from. The X-axis stands for BG level, while each colour section on a céftain bar
indicated one of the four landmark times (BBR, BLU, BSU, BBT). The length of each section is
the percentage of the measurements of one landmark time in the total set of measurements (see
Figure 10).

Figure 10: Frequency Distribution Tab (in regular stack bar)

Data analysis involves decomposition of observed blooa glucose data into trend, cycle and daily
components [15.16]. After decomposing a time-series model into its multiple components, the
picture can be further clarified with the help of smoothing techniques. These techniques help to
give a clearer picture of the behaviour of the time-series data, not distorted by noise or seasonal

fluctuations, so that the data can be manipulated to reveal secrets that would otherwise remain
hidden.

Centred Moving Averages {CMA} are used to approximate trends (smooth out large vanations)
in the data. by spanning the period of low frequency variation. When the observations are
guarterlv (correspouding in our situation to BG level at BBR, BLU, BSU, BBT)}, the CMA will
be formed from overlapping sets of five observations as shown in Figure 11.

Figure 11 Centred Moving Averages

The Logbook 1s & chronological data viewer in the format of "spreadsheet”, which contains the
information of Blood glucose measurements. Date. Time, Insulin and other input data in the
relevant tabie of the remote database.

The Statistics tab provides some statistical information relating to the selected period. This can
include the number of biood giucose measurements, highest and lowest glucose vaiue and date
and time, average blood glucose value. standard deviation (of BG-values) of their population and
number and percentage of points below or above target range (see Figure 12).

Figure 12 Statistics Tab

In the Query vour Diabetes Logbook page, users are allowed to query the diabetes logbook by (i)
an arbitrary period of time or (ii) by a certain blood glucose range. In the case that no records
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meet the requirements, the user can enter different vaiues and try again. The Maintain your
Diabetes Logbook page module is supplied to enter the user’s daily measurements, insulin dose
and other life events. Aliernatively, the user can upload their Personal Diabetes Database (PDD),
rather than input each record, into the DiabNet central diabetes database server. The user can
upload the Personal Diabetes Database (PDD) to the central database in the Upload your Diabetes
Logbook Page, as another way to input their measurements, insulin dose and other life events.

The Teleconsultation Reguest page can co-ordinate the tele-consultation session between the
patient and health care professionals. Ideally, the workflow of this module is as follows. The user
selects the proposed quest is a telephone request or a NetMeeting (video-conferencing) request. If
this is a telephone request, the user enters the telephone on which he or she can be contacted and
when he or she wants to be called. Then the user selects one of the preferred doctors. DiabNet
software will check the availability of that doctor using a specified paging system. If the doctor is
online, the telephone session will be established. For a NetMeeting request, 2 NetMeeting®
window will pop up to begin a video conferencing session, provided that both parties have video
conferencing equipment such as video camera & microphone, etc. (see Figure 13).

Figure 13. Tele-consultation Request Page (NetMeeting session)

The About DiabNet page lists the background and ongoing information about the DiabNet
project. to give the user an overview of this project. The Telemedicine in Diabetes page links the
user to some other relevant web sites about Telemedicine and Diabetes which have been
collected. for instance essential knowledge about diabetes mellitus with animation and other
organtsation links. It will also be possible to develop an electronic chat board in a future version
to allow users to discuss disease information and informative web links in public.

Together these pages comprise the full service of DiabNet. Unlike standalone applications. the
web pages can be revised and appended without compiling the whole application. Therefore,
DiabNet 15 fullv modulansed and easilv expandable to include newer services in order to meet the
increasing neecs of the user. In addition. DiabNet provides an interface for web-based leaming
and video-conferencing consultation for patients.

Software and Hardware Used
The following software packages were selected to design. code and implement the DiabNet
project

Windows NT 4.0 +~ Service Pack 3

Visual Basic 6.0

Access 97

Internet Explorer 5.0

FrontPage 98 & Internet Information Service 3.0
NetMeeting 3.0

Chart FX Internet Edition

The promising ActiveX technology has been used in the development ofDiabNet
in order to send health care information and data sets between independent web browsers
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running on a local network or the Internet, This kind of scenario is the focus of the ActiveX for
Health Care initiative to date.

The DiabNet server was developed and tested based on th= following hardware specification:

Windows NT 4.0 workstation
- Pentium II1 500MHz microprocessor
- 256Mb of SDRAM
- 12GB hard dnive
- 17 inch ADI Microscan 5GT monitor
- 8Mb Hercules TNT AGP card
- 3Com® Etherlink XL PCI 10 MBPS Network Interface card

A notebook computer was tested as a client computer, with the following specification:

AST® Asenuia M5160T mobile computer
- 166 MHz Intef Pentium MMX microprocessor
- 32MB RAM
- 1.6GB HD
- 121" SVGA TFT colour display
- Windows 98
- Data’ Fax Modem 33.6 kbps
- 10Mbps Network Interface card

The video conferencing hardware kit included:

Videum Conference Pro (PCI) - Desktop Video Conferencing Solution
- Videum AN PCI audio and video capture board
- Colour video camera
- 630x480 prxels @ 30fps video capture
- Video compression (up to 48:1) for saving to disk drive
- Works with all videoconferencing protocois (H.320. H.323, and H.324)

VideumCam Traveler--Digital Video Camera for Notebook PCs

- VideumCam dignal video camera
- VideumCam PC Card (PCMCIA ) interface
- 320x230 pixels (@ 30fps capture
- tow power consumption for notebook use

Mobite phone serving as a link between notebook computer and the Intemnet:
- Ericsson SHIR8E mobile phone with:
- Dual band GSM system

- Infrared communication
- Built-in PC card
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This hardware setting can satisfy the basic development needs and reduce the network traffic to
an acceptable level during small-scale evaluation.

Evaluation of the DiabNet project

The word evaluation has several definitions and covers a large number of applications. The
methodology used to evaluate the DiabNet project here is based on the first stage of the
evaluation framework (Evaluability Assessment) developed by Bashshur {17], which has been
adopted by Cramp and Carson, in evaluating the novel, complex telemedicine system HOMER-D -
[18,19]. This approach has the potential to be applied usefully to other telemomtormg systems for
the management of chronic disease such as diabetes.

The evaluation criteria comprise (1) technical features that affect system use, (ii) feasibility of the
servicz, (1i1) user acceptance, and (iv) impact on diabeies management. To implement the
evaluation of DiabNet project using the above approach, a questionnaire survey was designed to
identify, collect. analyse. and interpret data so as to form a coherent picture of the process that
resulted in the effects and impact observed.

A need has been identified to collect quantified feeaback data and subjective comments on the
technical improvement. efficiency, securitv and human friendliness issues from end users.
ldeally. the survey will result in a report that clarifies user attitudes to a web-based approach in
diabetes management and the achievemnents of this project as developed so far. According to the
potential users separate patient-oriented questionnaire (PQ) and a doctor/nurse/technical stafi-
oriented questionnaire (D(3) have been designed.

From August 1999, requests for evaluation of the DiabNet project were sent to several diabetes
discussion groups and marling lists. The reason for choosing thase potential respondents was that
thev were not onlv diabetic patients or health care professionals. but also Internet users with a
certain level of computer literacy, These users were a representative sample of those potentialty
requiring the DiabNet service. The discussion groups and maihing lists were Diabetes-UK.
Diabetes-talk. Children with diabetes. GP-UK and Teens with diabetes.

Also. DiabNet joined several Diabetes Web Rings, including British Diabetic pauents Web Ring,
Children with Diabetes Web Ring and The Diabetes Web Ring. The figures and analysis
discussed below reiate to the period between 15th and 3ist August, 1999, but they do not differ
much from the general trend observed subsequently. 430 unigue users (from distinct [P
addresses) who visited the DiabNet web site have been recorded by the 11S web service log. A
totai of 24 users. out of 450, completed the web-based questionnaires (21 PQ and 3 DQ).

The majority of the respondents are from the United States. According to the server log. actual
user sesstons were triggered from the United States (492). UK (88). Japan (43), Australia (11).
Canada (9). Brazii (3). Denmark (3). South Africa {3). New Zealand (2) and Netherlands (2).
67% patients are type 1 {insulin-dependent) diabetic patients. 14%, are type 2 (non insulin-
dependent) and 19% are other tvpes.

Table 1 lists the questions. frequency of each answered option. histogram of these options and

comments of the author based on the analvsis. Questions were asked of both PQ and DQ
respondents. unless specified. The choices (C1-C5) correspond to the scores (1-5).
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Table 1: Feedback analysis of disease management

From the feedback provided by the DiabNet questionnaire. the youngest user is 13 years old
while the oldest 1s 62. In those diabetes discussion groups dedicated to teenage diabetic patients,
Jjuvenile diabetic patients are very active in learning to use the computer as a way of
communicating with others. However, older patients seem less active due to age and health
reasons. Actually, the Internet, to some extent, is a medium which is ideally suited to the elderly:
there is no need to leave the house; they can choose their own large font size and colour to read if
the eyesight is not good, etc. There is evidence that more and more clderly people are getting on-
ling, but the uptake just takes time.

Commentary and Conclusions

DIABNet is a successful example of the combination of vartous modem Internet technologies
and telecommunication technologies into an integrated telemedicme solution for diabetes
ma'iagement.

The Data Viewer and Interpreter module made DiabMer not only a simple electronic logbook, but
a data anaivsis tool as well. At present patients often perform self monitoring of their blood
glucose month after month, producing large volumes of data without any appreciable or
appropriate feedback from health care professionals. When assisted by DiabNet, they can review
and analvse their historical data to facilitate the adjustment of their current treatment and
regimen. DiabNet is also a potential tool for anaiysing existing high-volume data sets via the
Internet. such as the UK diabetes data set from 102,927 patients (UKDIBS project, Diabetes UK
[207).

Since the majority of diabetic subjects have non-insulin iependent diabetes mellitus (NIDDM),
not all the advanced features of DiabNet mentioned will necessarily apply. Nevertheless,
improvements in diabetes care through the use of web-based services. such as the centralised
database and customised search facility, provide an affordable method of improving care for
patients with both IDDM and NIDDM.

It goes without saying that the audience of the DiabNet web service must be computer literate, or
at least web browser literate. A question 1s then raised: how many diabetic patients are
sufficientiy computer literate to enjov the web-based service? Although the exact number of
internet users among diabetic subjects 1s unknown. there 15 no evidence to distinguish them from
ordinary people who are potential Internet users. An Internet research firm (eMarketer) recently
predicted that the number of Internet users. worldwide. will nearly quadruple over the next five
vears, from 95.43 miltion 1n 1998 to 350.0 militon by the vear 2003. This represents an average
annual growth rate of 29.8%.

This work is beneficial to diabetic patients. 10 health care professionals and to the health care
system overall. For the diabetic patient, access to clintcal data and treatment regimen information
is only a “click awav™, so is their doctor and medical knowledge more generally. For the health
care professional. it will be easy to trace the records of different patients in an efficient way. The
data analvsis functionality provided by DiabNet will facilitate thetr making of decisions



regarding treatment. Used in the health care system, this approach can enhance the
communication in a shared care group, combining primary care, hospital care and tertiary care.
The expected savings in cost and time are huge, and may affect the whole health care delivery
system. As a user of DiabNet said, “This is a powerful first step in the right direction.” Internet
and other IT technologies are going to play an increasingly important role in the changing health
care system in the next century.

In order to improve the performance and strengthen the Junctionality of DiabNet, further work 1s
needed to (1) enhance functionality, (it) reinforce security and (iit) speedy up operations. Further
versions of DiabNet will provide services for Type 2 {NIDDM] patients as well as for those on
insulin pump therapy. In these cases the DiabNet database should provide data fields for diabetes
medication, diet and exercise control information, in addition to insulin units and blood glucose
measurements which can be accessed and queried. It is natural for DiabNet to connect to the HIS
at a service level or even at a database level so as to reduce costs and improve efficiency. The
establishment of a DiabNet paging system will enable the consultant’s availability to be traced
and thus give a quick response to a tele-consultation request.

The Data Viewer and Interpreter module can be strengihened by combining time series and
temporal reasoning techniques with knowledge discovery functionality such as data mining and
autornated reasoning. Just as with anv other Internet-based system, DIABNet also needs more
security technology to protect its content. Future DiabNet verstons will be complemented with
state of arnt encrypting/decrypting techniques for protecting patient data, access authorisation
security and secure network protocols.

The DiabNet server with its current hardware configuration can meet its small-scale test
requirement {maximum bandwidth 24 994 k:day). However, some users still reported that the
network speed was not very satisfactory on August 24, 1999 when the maximum number of
concurrent users exceeded ten. The speed of a web site 15 crucial as users are gotng to be
frustrated by slow downloads.

Research on a wide varniety of hypertext svstems has shown that users need response times of less
than one second when moving from one page to another if theyv are to navigate freelv through an
information space. Based on the current Intemmet framework. 1t 15 impossibte 10 achieve sub-
second response times. The mimmum goal for response times should therefore be 1o get pages to
users 111 no more than tep seconds. since that 1s the It of people's abiiity to keep their attention
focused white waiung.

Advanced products such as fast analogue madems {36 kbps). ISDN modem (112 kbps) and
leased iines are recommended to the individual user to achieve best web performance. Heading
today’s Internet technology, future networks like NGI (Next Generation Intermet). 12 (Intemet 2),
vBNS (very high-performance Backbone Network Service) are anming to bring Intemet speed,
over OC (Optical Carmter level) infrastructure, 100 to 1000 times faster than on todav’'s Internet.
Future devetopment of DiabNet 15 also expected to be implemented over these fast networks.
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Figure 3 : The Client-Agent-Server paradigm
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Figure 4: DiabNet web page structure
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Figure 5 : The home page of the DiabNet web site
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Figure 6: Registered user's page
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Figure7: BG by Days Of Period Tab
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Figure 9: BG by Time of Day Tab
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Figurel1: Centred Moving Averages
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Figurel3: Tele-consultation Request Page (NetMeeting session)
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Agent Architecture for Smart Adaptive Systems

Lenka Lhotska, Olga Stepankova
Gerstmer Laboratory, Department of Cybernetics,
Czech Technical University in Prague, Faculty of Electrical Engineering,
Technicka 2, CZ-166 27 Prague 6, Czech Republic
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ABSTRACT: This paper discusses the possibility to utilize a multiagent system as a platform for development of smart
adaptive systems, A knowledge-based model of the agents’ mutual awarensss (soctal knowledge) is presented. A tri-base
acquaintance {3bA) model 1s used for formalization of agent's social buhaviour knowledge and agent’s cooperation
reighbourheod knowledge. The paper focuses parucularly on analysis of content of 3bA knowledge bases for applications
in mecdical decision support.

KEYWORDS: agent, multiagent system, tri-base acquaintance model, cooperation, meta-agent, leamning

INTRODUCTION

Starting from the definition of adaptivity as the property of a system to adequately perform even in non-stationary
environments where significant smooth changes of the main characteristics can be manifested we can claim that the
multiagent svsiems represent a suitable platform for development of adaptive systems. Since many real world probiems
such as production planming. supply chain management. engineering design. intelligent search. medical diagnostics.
robotics. etc. are naturaliv distritbuted multiagent svstems [1}. [2]. [7] offer efficient problem solving platform. They
eliminate Iimitations on the processing power of a single monelithic svstem. Distribution aiso brings inherent advantages of
distributed syvstems. such as scalabihity, fault-tolerance, paraliclism. robustness, etc.

However. there are guesbions connected with mutual behaviour of the agents, of ownership of global knowiedge, of
structure and content of this knowledge.

The applicainlity of agent architecture developed in the Gerstner Laboratory has been proven by applications in several
areas. e.g. n the field of producuon planming and scheduling (system ProPlanT). supplv chain management (project
ExPlanTechi. coalimon tformation (system CPianT) [3]. {8} The intended application we focus on is decision support in
medical diagnosucs,

This paper presents & shont description of the deveioped 3bA model [3] and analvsis of content of individual knowledge
bases. iz parucular for applications in medical decision support. There are discussed questions of leaming m multiagent
system as weli

DIAGNOSTICS

Diagnostics 1s one of the most frequently encountered decision making tasks of human activity. Diagnostic tasks are usually
undersiood as classification. i.e. an object needs to be assigned into a predefined group or class based on a number of
abserved atiributes retated 10 that object. Many problems in business. science. industry, and medicine can be treated as
classification problems. Let us mention severzl examples: medical diagrosis, fault detection, bankruptcy prediction, quality
control, handwritten character recognition. and speech recognition.

Inteligent e-Health Applications n Medicine
Specal Session Proc EUNITE 2002, Alouferra, Porugal, Sep: 19-21. 2002
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When we look at data and information from the above-mentioned areas more closely we find out that there is no generally
applicable best method or technique for evaluation of particular dsta, Each one has its reiative strengths and weaknesses.
Some can only produce an approximate solution. but do so comparatnvely quickly; others are more accurate, but relatively
slow. Furthermore, a given technigue’s performance is often dependent on the nature of the data set (some work well with
noisy data. others do not; some work well with data that has a high signal strength, others work comparatively better with a
low signal strength, some can cope with missing data, others do not). However, the things are even more complicated. It is
often impossible to determine a priori which technique is the most appropriate for a given data set or its part. There are
several reasons for that, namely if the data set is too large the user is usually not able to evaluate the quality of data
manually. the user may not be very experienced. the user may skip important part of data. etc. From that basic requirement
on the system being developed follows: the system needs to be responsive to its probiem-solving context. In medicine. this
situation occurs whenever it is necessary to evaluate long-term recordings of ECG, EEG, etc. and to combine the resuits
with other types of data. such as anamnestic data, results of biocherical analysis, etc.

To overcome the problems associated with selecting a single technique. there can be developed a system that allows
multiple methods to coexist. However, as examples from other domains show (e.g. image processing), such systems ar tools
typically place a significant burden on the user. For eacl: tecnmique, the user is expected to know its problem solving
characteristics, be able to judge when. where, and how to apply it. and to determine how best to integrate and fuse the
results it produces. It would be impossible to solve this problem using a single monolithic system (e.g. expert system)
because it does not allow integration of different techniques and cvaluation of partial results reached by these techniques.
Therefore we have decided to use developed agent model as a piatform for design and development an open system that will
provide a wide range of uncoupled base technigues {represented by separate agents). The 3bA model allows determining at
run-time which techniques are 1r proprniate in which circumstances. The interchange of partial and final resuits between
individual agents is directly supported as well.

TRI-BASE ACQUAINTANCE MODEL AND ITS APPLICATION TO DIAGNOSTIC TASKS

The basic architecture of an agent in our system consists of a functional bedy (usually a stand-alone program with a weli-
defined functionality) and a wrapper (which s responsibie for involvement of the agent into the community of agents) - see
figure 1. The tn-base acquaimance (3bA) models are cncoded in agents’ wrappers (see figure 2).

—
. | Agent's
- Wrapper

Fravre 1. Structure of an agent

The 3bA models have several important purposes

L4 oo mt C.‘(ﬂi().\l\'c communication in ﬁ‘.l]lll.lf.‘:.’n! svstem,

+ 1oensure immediate reply i ame-cntical situanoen

. to generate and maintain databuses ot infarmation sources
Instead of communicating with the collaborating agents 1 order 1o Nind oul ¢eriain intormatien about the community, an
agent equipped with the acquamntance model consults this social knowledge stored in s wrapper instead. This feature is
very closely linked with the second one. li we require immediate reply to an input or stimulation there 1$ usuatly not much
time for communicanon with colluborating agents. The agent must react without anv delay and therefore it must have
relevant mformation at hand. ¢.g. which agent should execute the task. Using negotiabion in such cases s not acceptable.
The agents can browse the Internet and search tor relevant informanion. If such informanon 1s later used the source is
inctuded on the hist of potential sources of intormation for further use.
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Within the 3bA model each agent maintains three knowiedge bases where all the relevant information about the rest of the
comrmunity is stored. namely the Co-operator Base, the Task Base, and the State Base.

agent agent's acquaintance model

agent
V\ state base cooperator task base

bast

agent ﬂﬂ < p PRS | ..
/ PLS

agent

agent /

Figure 2: Tri-base acquaintance model

The Co-operator Base (CB) maintains permanent information on cooperating agents, i.e. their address, communication
language, and their predefined responsibility. It contains informarion about required form of input data for agent’s body.
This may speed up process of selection of a proper agent that is able to perform required task since in diagnostics there is
usually used large volume of input data of different nature and form. This type of knowledge is expected not to be changed
very often.

The State Base {SB) contains the information about collaborating agents, i.e. about their current state. For example, if the
agent 15 to process data that must be pre-processed by another agent, the former agent must know whether the latter has
atready started/finished th: pre-processing. The SB stores in its agent section (AS) all information on current load of
cooperating agents. This part of the state base s updated frequently and informs the agent which of the coilaborating agents
are busy and which of them are available for collaberation. In the task section (TS} there is stored informanon on statuses of
1asks the agent 1s currentiy soiving.

The Task Base (TB} has two sections: problem section and plan section. In the pian section (PLS} it mair tains the actuoal
wnd most up-to-date plans on how to carmy out those tasks, which are the most frequently delegated to the agent. In addition,
it maintains mformation about the most suitable chairs of agents that can perform centain 1asks from collecting. pre-
processing to evaiuation. This information is updated by the metaagent that learns from successful and fatled cases in the
past (see below). The Task Basec stores in its problem section (PRS) general probiem solving knowledge on possible
decision making with respect to mput data type and expected output. In case of an agent responsible for certain data pre-
processing the task base will contain knowledge about data types that can be pre-processed by the agent’s body. It may
contain knowledge about possible outputs of the agent’s body. name.y whether the output represenis mtermediate results
that should be sent for further processing or whether 1t represents final resuits that should be sent to the user. In case of an
agent responsible for evaluation of pre-processed data ns task base will cortain information about data types that may arrive
at 1ts input and about procedure for checking data consistency. Considering time critical applications, response time of
agents is tmponant as well. Therefore information zbout average. maximum and minimum response time of the agent is
attached to description of tasks the agent's body 1s able to execute. If the response is required 1n shorter time than the agent
1s able 1o deisver then another agent must be found that is able 1o deliver response in required time. Depending on type of
the task. subaptimal solution delivered in shorter time can be preferred to late optimal solution. For exampie, classification
using neural network or decision tree is usually faster than using case-based reasoning.

How is the knowledge maintained and updated in individual bases” As we have alreadv mentioned. the co-operator base
collects knowledge of rather permanent nature and we do not expect to update it very often besides the register phase. Once
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a new agent registers with a community (by means of contacting a central agent — facilitator that administers alt the data
about the community members), the facilitator replies the newcomer by providing information about the community
members. In addition, it informs other agents about the newcomer.

The state base, which models the actual siate of the collaborating agenis, is maintained by a simple subscribe/advertise
mechanism. After parsing the problem solving knowledge (in PRS), each agent identifies possible collaborators and
subscribes them for reporting on their statuses. The subscribe/advertise mechanism facilitates the subscriber to make the
best decision with no further communication.

The task base is kept up-to-date by periodic revisions of the pre-prepared plans in the PLS. Such a revision represents
verification/modification of the plan by exploring the information kept updated in both the co-operator and state bases. The
knowledge contained in the PRS can be maintained e.g. by the meta-agents.

Content of zll three bases is dependent on the tasks the agents are supposed to solve. In case of planning agents the
dominant role is played by knowledge of task decomposition and responsibility delegation. In case of configuration agents
the knowledge stored in the task base can be used to lead the communication scenarios. The diagnostic agents contain the
social knowledge about datz sources, about the process of finding appropriate data and about the current progress in
required data processing by the other agents.

CASE STUDY: MEDICAL DIAGNOSTICS

Each data and signal pre-processing and evaluation technique can be regarded to be an autonomous software agent that
cooperates, communicates and coordinates, if necessary. with other agents to try to satisfy the global goal. Since there are
several modules at hand that perform pre-processing (e.g. wavelet transform module for ECG signal pre-processing extracis
significant attribute values from the raw signal [4]. EEG segmentatiun riodule extracts significant parts from the signal and
caiculates parameters of these paris) and evaluation 5] as well we huve decided to use wrapping of these modules into
agents' bodies,

Components of the system ADIA {Agents for DIAgnostics) can be divided into three main layers. namely agents for data
collection. agents for pre-processing and processing (determination of diagnosis), and agent for final evaluation. In addition
1o these agents. we propose a metaagent that is an independent agent observing the community. It has two roles: passive role
{visualisation of communty structure, distributed solutions, user interface. etc.) and active roie (it affects community
operation - invakes operation sequences. leamns from observations and tries to improve behavior of the whole community).
The proposed archnecture 1 itlustrated n figure 3. It 1s assumed that the agents are running on different machines and
connected via Internet. That means that secunty 1ssues must be taken into account as well. However, they will not be

diszussed in thys paper

£y aialion
duen:

metaagen

Preproces sing
am
processang
aper”

dna coliccting
agen’

Figure 3 - Proposed architecture
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At present. there are several modules ready for encapsulation into agent’s structure. On the pre-processing Ievel following
modules have been developed, implemented and tested: wavelet transform module for ECG pre-processing (extraction of
significant attribute values) {4], GUHA (for identification of relations between certain features), EEG module based on FFT
(signal segmentation and calculation of significant values of these segments). There are other modules currently being
developed: [CA for EEG analysis, wavelet transform module for EEG pre-processing.

On the processing and evaluation level there have been several modules developed and implemented as well. The rule-based
diagnostic expert system FEL-EXPERT [6] has been verified in many rractical applications. Other modules that have been
aiready used in practical applications are decision tree module (based on Quinlan's ID3 algorithm) [4]. instance-based
reasoning system iBARET [5], fuzzy system module, and neural network module. We plan to introduce further methods. as
for example Bayesian reasoning. reinforcement learning, and support vector machine. These moduies will be used for
decision support {after learning from the training data sets).

A very imporiant question 1s how the agents should recognize which one is to start the pre-processing or directly processing
{without pre-processing step) of accepted input data. As it has been mentioned above, it is advantageous to use different
methods for different data types. depending on the nature of the data, presence of noise, etc. In some cases. e.g. processing
of anamnestic data or numerical values from laboratory tests, there is usually not necessary to apply any pre-processing and
processing siep can be initiated.

As it has been already mentioned and following this analysis we have decided to introduce a metaagent into the system
architecture that would be able 1o leam from experience and thus to contral cooperation of agents more efficientty. Since
there is certain knowledge about advantages and disadvantages of application of individual methods to various data
processing it is possible to formuiate a set of initial rules (prior knewledge) for such a metzagent. If previously processed
data type arrives and the metaagent informs the processing agents about it, they will know which sequence of pre-
processing methods and successive processing and evaluation to use (because such sequence was successful in the past
case). If unknown (unrecognrised) data type arrives. then all agents should be given the opportunity to try to soive the
problem. However. 1n this case we get a number of different results. The question is how to decide which of them are

relevant, and which are the best. The metaagent serves as user interface as well. It enables visualization of the decision-
making process and interaction with the user. If the suggested soiution does not seem appropriate to the user, he/she can
:nter the decimion making process and invoke certain agents manually.

Although the onginal 3bA model does not support proactive information search and retrieval, it is possible to equip the
agents with this ability (adding relevant knowledge i1n the knowledge bases in agents’ wrappers). This ability enables to
locate and connect the ultimarte service provider with the ultimate requesters in open environments such as the Internet. This

is the casc ol connccting a human user with required processing agent. Since the user communicates with the agents using
user interface agent we can equip this agent with necessarv knowledge. Then it can ensure 2! functions that are realized. for
example. by middic agents in the RETSINA svstem [9]. Let us describe one such scenario. The user has received ECG data
from another source. thus he’she does not need anv of the data collecting agents. but the services of preprocessing,
processing and evaluanung agents are required. The user interface agent starts communication with relevant agents and sends
them data. When the whole processing and evaluanon process is finished the user receives results.

CONCLUSION

This paper has descrnibed the possibihty 1o use agent architecture for development of smart adaptive system. It has been
illustrated by 4 case studyv: design of 2 multiagent system for supporting medical diagnostics. Cooperating agents provide a
very natura; means of automanng pre-processing and (at least parually) evaluation of vast amount of medical data utilizing
all available medical knowiedge The next phase of the project 1y targeted at implieinenting and putung the system into full
use.

There are s number of 1ssues that require further investigauon. First. a more comprehensive set of pre-processing and
processing techniques s required. Second. the agents should be abie 10 adapt and learn from the social interactions they
experience. Agents should learn which acquarntances give rehable results in which circumstances. Based on this knowledge
they should be able to adapt their selection appropnately. At the moment we have decided not to equip each agent with this
ability but 10 introduce the metaagent that will do this work for the whoic community. This metaagent monitors and gathers
all messages sentin the system. According to these observations itinvokes destrable changes.

Of course. both versions {distnbuted and centralized learmming) heve their advantages and disadvantages. The distributed
version is more effective and flexible because individual agents process smalier data sets {1.c. they process specialized data
sets as ECG signals, EEG signal. anamnesuc data, one agent docs not process all data types). they can react faster to
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changes in the environment and the learning process may run faster. On the other hand, all information desirable for better
learning may not be necessarily avaiiable to individual components, .. nother disadvantage is that fearning components of
each agent have 10 have essentially the same mechanisms available. That means implementing the same program several
times. It is an advantage tha: agents do not have to monttor events in the whole system, but only in the part that is close to
them. However, there is a hidden danger, namely they may not recognise undesirable phenomena in the sysiem. Besides
that, any intervention to the system structure may cause¢ a necessity to modify all learning components. A single leamning
agent has disadvantages of a centralised solution, but on the other hand it has all available information from the whole
agents’ community at its disposal. In addition, all modifications and pessible extension to other learning methods are much
easier. The description of the system behaviour is more transparent.

As we have already mentioned. the multiagent system should be working in open environment and accessible through the
Web. In such case, there are many issues to be soived, the most important ones security, reliability, accessibility. response
time.
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ABSTRACT: Remote. multimedia-based. collaboration in back pain treatment is an option which only recently has
come to the attention of clinicians and IT providers. The take up of such applications will inevitably depend on their
ability to produce an acceptable level of service over congested and unreliable public nerworks However, although the
problem of multimedia application-level performance is closely linked to both the user perspective of the experience as
well as to the service provided by the underlying network, it is rarely studied from an integrated viewpoint. To alleviate
this problem i the context of a multimedia application, a method is proposed in this paper for obtaining a priority order
of low-level Quality of Service parameters. which would ensure that user-level Quality of Perception 1s maintained at
an optimum level. Thus we present an approach that integrates technical concerns with user perceptual considerations
for inteliigent decision-making in the construction of tailor-made multimedia communication protocols. The proposed
approach. based on multicriterta decision making. incorporates not only classical networking considerations, but,
indeed, user preferences as well. Moreover, our approach also opens the possibility for such protocels to dynain‘cally
adapt based on a changing operating environment and user preferences.

KEYWORDS: Back pain. Adapuve transmission protocols, Quality of Perception, Quality of Service. Multi Criteria
Decision Making. Fuzzy preference programming method.

INTRODUCTION

The deplovment of Internet-based applications for patient care using advanced multimedia 1echniques aim to offer users
of bealth services high-quality care over inexpensive communication pathways, ustng [nternet-based, nteractive
communication tools However, the integrated use of telecommunications and information technology in the heaith
sector Jeads to new challenges 1n data transmission.

Whilst the gualiy of multimedia transmission has traditionally been characterised using Quality of Service (QoS)
narameters. the networking foundation on which current distributed mulumedia applications are built erther do not
specify QoS parameters (also known as best effort service) or specify them n terms of traffic engineering parameters
such as delay, jitter. and loss or error rates. However. these parameters do not convey application-specific needs such as
the influence of multimedia content and informational load on the stakeholders. There 18 thus an architectural gap
between the provision of nerwork-level QoS and application-ievel user-centric requirements of the distributed
multimedia appiications. This gap causes distnbuted muttimedia svstems to mefficiently vsce network resources and
resuits in poer end-1o-end performance which in turn has a direct negative impact on the stakeholder experience of
multimedia

In this paper, we present an approach to bridge the user-network gap by emploving an intelligent decision making
mechanism 1 the construction of adaptable transmission protocols, specificaily tailored for the transmission of medical
data. Accordingly. the stucture of the paper 15 as follows: the next section introduces issues relating to back pain
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relevant to our work. The subsequent section presents the framework for adaptation used in our approach. Lastly, an
application: example is provided and concluding remarks are drawn.

BACK PAIN

According to a Department of Health survey, in Britain back pain affects 40% of the aduit population. 5% of which
have io take time off to recover [1]. This causes a large strain on the health svstem, with some 40% of back pain
sufferers consulting a GP for help and 10% seeking alternative medicine therapy {1]. Due to the large number of people
affected. backpain alone cost industry £9090 million in 1997/8, with between 90 and 100 million days of sickness and
invalidity benefit paid out per year for back pain complaints [2]. Back pain is not confined to the UK alone, but is a
worldwide problem: in the US. for instance, 19% of all workers’ compensation claims are made with regard to back
pain. Although this is a lot iess than the percentage of people affected by backpain in the UK, it should be noted that not
all workers are covered by insurance and not ali workers will make a claim for backpain [3]. Moreover. back pain does
not affect solely the adutt population: studies across Europe [4] show that back pain is very common in children. with
around 50% experiencing back pain at some time. Any improvament in the way that patients with backpain can be
analysed (and subsequently treated) should therefore be viewed as one potentially capable of significantly saving both
benefit expenditure and lost man-hours.

The problem with back pain is that “there exist no standardised clinical tests or investigations by which all people with
low back pain can be evaluated™ [3]. Nor wiil there ever be, as different people have different pain thresholds and will
be affected differently. It is also difficult for medical personnel to know what has caused the backpain, as there are
potentially many different causes behind it [2]. Not only is evaluation difficult, but, unfortunateiy, like most types of
pain, buck pain s aiso difficult to analyse, as the only information that can be used is suggestive descriptions from the
patient. The need therefore for distributed. collaborative applications which aliow communication and exchange of
information between consultants, physiotherapists, and patients, becomes paramount.

The main medical work that is undertaken to resolve backpain tends to be with patients that have chronic backpain.
However. these patients may have developed psvehological and emotional problems, due to having to deal with the pain.
Because o! these problems. patients can have difficulty describing their pain, which can lead to probiems during the
treatment. In some patients. the psvchelogical problems mayv have aided the cause of the backpain, by adding stress to the
body. or the stress of the backpam may have caused psvehoiogical problems [6],[71. 1t is because of this factor that patients
suffering from backpain are usually asked to fill owm questionnaires of different rypes i order to help the medical staff. not
only to know where the pam 15 located. but also to wdenufy the patient’s mental state before reatment begins. In addition,
the patient 1~ usualiv required 10 mark on a diagram. usually of a human body, where the pain is locaied. and the type of
pain. This tvpe of diagram 15 known as 2 “pain drawing” and 1s exemplified tn Figurel. have been successfuliy used in
pain centres tof over 45 vears (8] and act as 2 simple self-assess.nent technigue. originally designed to enable the
recording o the spatiz! location and type of pan that a patient 1s sufferning from {7} They have a number of advantages
including bene cconemic and simpic to compicte. and can also be used 1 monitor the change n a patient’s pain
situation {,

INTELLIGENT TRANSMISSION OF BACK PAIN DATA

In the Uk the refative scaraty of back-pan theumatoiogy consultants. on the one hand. coupled with the widespread
occurrence o! back-pairn 1n the general public. necessitates that technojogy. especialis multimedia communication-
related, be cxploved 1n new wavs Whilst the idee of distnibuted coilaboranve environments for long-distance
consultation~ and diagnosuc ts, by atself. not new. what s novel in our approach i« the explonation of multimedia
perceptuai results to optimise resource usage 0 data transmission. We are currently developing BPDRoPS, a distributed
too!l for remote c-collaboration in the wreatment ot back-pain This too!, used by pracunioners and panents alike
comprises . two-way videe hnk fover which interachions between the back-pamn consultant, at one end, and GPs,
physioterapists and or pauents, at the other, take pilace). a shared wext box in which pamicipants mav specify various
textual input tc.y medicanon, details of rehabitative exercises), as well as a further subwindow containing the detatis
of the back-pain drawing as filled ouwr by the pauent Moreover. BPDRoPS also ntegrates a reposttory of back-pain
data, which can be aceessed by esther participant to the remote diagnostic session. a snapshot of which is given in
Figure 2 BPDRoPS thus transmus wideo, audio. text and graphic conmtent across inherently unreliable
telecommunicanion networks. 17 this s done without regard for perceptual requirements, then chances are that
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transmission will be an ineffective, resource-consuming exercise. fraught with problems affecting multimedia
transmission in general, such as delay, jitter and loss, and with consequently little take-up by stakeholders.
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Figure 1: Pain drawing. Figure 2: Back pain data management in BPDRoPS.

QUALITY OF PERCEPTION

The concept of Quatiity of Service (QoS) in distributed muitimedia systems is indelibly associated with the provision of

an accepiable Jevel of application performance. Uluimately this performance is itself dependent on:

1. the user’s expenience with the multimedia presentation which we define as Quality of Perception (QoP). QoP has
twO maln COMPONents: a user's abititv to analvse. svnthesise and assimilate the informational content of multimedia
apphcations, as well as lis‘her subjective satisfaction with the quality of such applications.

2. the service provided by the underiying network.

Whilst the focus in the telecommunications community has rested on the latter, it is our belief that it 15 indeed the
former measure of quality which needs 1o be concentrated on 1 order for e-health applications to proliferate and gain
increased acceptance n the medical community. Previous work on QoP [10]]11], based on extensive user tests, has
shown that technical-oriented QoS must alse be specified in terms of perception, understanding and absorption of
content - Quaiity of Perception in short - if multimedia presentations are to be trulv effective. Thus. for example, users
have difficulty in absorbing audio. visual and textual information concurrentlv. In a multimedia based e-heaith
environment isuch as a remote video-based diagnostic system). if the user percerves problems with the presentation
{such as svnchrormisation problems between different component media). users will disregard them and focus on the
contextually important medium. This impiies that crical and important messages in a multimedia presentation should
be delivered in oniv one type ol medwm. or, if deirvered concurrentiv. should be done so with maximal possible
qualin

A FRAMEWORK FOR QoP ADAPTATION

Distributed guaranteed services need to incomorate capabilities for responding to QoP and QoS changes onginating
from the userrapplications or the svstemmetwork. To achieve these changes, the networked multimedia system will
require fast renegotiation protocols and adaptive mechanisms. The rencgoniation protocols will relv on dependable and
simple momitoring and recogmition algonthms to detect requests for QoS changes or system degradations. The
envisioned adaptive mechanisms should 1nciude update mechamsms for resource allocation in response to detection of
system degradation. The challenge will be to make monutoring, detection and adaptation mechanisms efficient and fast.

The BPDRoPS toal is based on our previous work on the Dyvaamicalhy Reconfigurable Stacks Project (DRoOPS), which

provides an nfrastructure for the implementation and operation of muluple adapiable protocols [12). The core
architecture is embedded within the Linux operating system. is accessibie through standard interfaces, such as sockets

47



and the UNIX idoci/ (1/0 control) system calls, has direct access to network devices and benefits from a protected,
multiprogramming environment. The architecture allows additional QoS maintenance techniques, such as flow shaping
{10 smooth out bursts in traffic), at the user or interface level, and transmission queue scheduling, at the device quenc
level.

BPDRoPS-based communication protocols are composed of fundamental mechanisms, called microprotocols, which
perform arbitrary protocol processing operations. The complexity of processing performed by a microprotocol is not
defined by BPDRoPS and may range from a simple protocol function, such as a checksum, to a compiex laver of a
protocol stack, such as TCP. In addition, protocof mechanisms encapsulated within a microprotocol mayv be
implemented in hardware or software. If appropriate hardware is available, the microprotocol merely acts as a wrapper.
calling the relevant hardware function. Microprotocols are encapsulated in loadable modules, allowing code to be
dynamically loaded into a running operating systern and executed without the need to recompile a new kemel. Each
such microprotocel can be implemented via a number of adaptable functions. For instance, an acknowledgement
protocoi can be implemented either as an Idle Repeat Request or a Per ivlessage Acknowledgement Scheme.

Whilst a protocol defines the structure and resources available for constructing a communication system, a protoco!
stack defines 2 unique instantiation assigned to a particular connection. in terms of microprotocols, a protocol stack is
an ordered set combined to form a functional communication system. Each connection is assigned a protocol stack for
its sole use. the configuration of which may vary according to the characteristics of the particular connection. Using this
model, individual flows within individual sessions may be uniquely configured to provide an appropriate service. Thus,
a conneztion between video client and server applications may use a semantically strong protocol for commands and a
relativelv weak one for bulk transfer of relatively loss toierant graphical data

CONSTRUCTION OF COMMUNICATION PROTOCOLS IN BPDRoPS

In our work. transmission of back pan data incorporates intellizent decision-making mechanisms constructea using the
Analytic Hierarchy Process {(AHP), which 1s one of the most popular methods of Multi-criterta Decision-Making
{(MCDM,. To this end, we have applied Saaty’s (AHP) formzlism {13] to obtain a method which, from combined user-,
application- and network-level requirements, ultimately results i a protocol configuration specifically tailored for the
respective user-needs. Our approach links perceptual considerations with low-level technical parameters, taking into
account the end-user. Thus, within the QoP framework presented above, a BPDRoPS session can be charactensed by
the relative importance of the video (7). audio (4) and textual (7 components as conveyors of information. This is in
accordance with expenimental QoP results obtained which emphasise that aultimedia QoP varies with: the number of
media flows, the type of medium, the type of applicatten. and the relative importance of each medium in the context of
the application. Moreover, five network tevel (oS parameters have been considered in our model: bit ervor (BER},
segment loss (SL), segment order (SO). delav (DEL)Y and jitter (JIT). Together with the I, 4. T parameters these
constitute. tn AHP termuinology. the criteria on the basis of which an appropriate tailored communication protocol is
constructed. Jn BPDRoPS, the functienahty of 1his protocel 1s real:sed through a number of 9 microprotocols, spanning
4 broad funcuonahty classes [10].[11]

Saaty's methodology results in the construction of mine matrices. Eight of these matrices give the relative importance of
the various microprotocols (afternainves, 1n Saatv's vocabuiany) with respect © the critena identified in our model,
while the iast of these matnees detals parmwise comparisons between the eritenia themselves.
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The formulauon of the nine marrices has been based on QaoP results described in [1€]. An example of one of the former
type of matnices. e, of the different altematives with respect to one of the criteria (bit error rate 1n this case) 1s given in

Relation {11 Each entrv @ of the matrix 4,,, defines the numerical judgement in comparing criterion 1o Criterion.

Bik
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Psychological experiments have shown that individuals cannot simultaneously compare more than 7 objects (£2) [14).
Thus, usually, pairwise comparisons are quantified by using a scale of nine grades, which describe the relative

importance of the criteria [13]. If a, is a point on this nine-point scale, i.e. a, € {1,2,3,....8,9}, then a,= 1/ a, also
holds [13]. For example; in Relation (1) the judgement “microprotocol A is equally important as microprotocol B with
respect to BER" corresponds to a weighting of g, =1, while the judgement “microprotocol A is absolutely more

important than microprotocol B would correspond to a value of g =9 . Intermediate terms can aiso be assigned when

compromise is needed between two adjacent characterisations. Note that in Relation (1), the considered microprotocols
are, in order {no sequence control, strong sequence control, no flow control, window-based flow control, IRQ. PM-
ARQ, no checksum algorithm, block checking, full Cyclic Redundancy Check}. For example, as far as bit error rate is
concerned (see Relation (1)), the only microprotocols that have an impact upon it are the checksum algorithms. The
strongest of these methods, the full CRC, has the highest weight (a value of g, =7} in comparison with all the others,

while a relatively weak block checking algorithm is considered to be moderately more important (as=3, j=1,2,....7)
than microprotocels from other functionality classes.

While all the previous eight matrices considered have a constant form, the matrix of each criterion with respect to all the
other criteria named C, shown below, is the only one whose values may fluctuate as a result of changes in the operating
environment. as well as a consequence of changes in user preferences and perceptions. Relation (2) provides an
instance of this matrix used in our model; the respective criteria are, in order, BER, SO, SL, DEL, JIT, V. 4, and T.

-

( o2 o1 4 1 2 44
201 1 14135 4 s
L1 ! 13124 6 4
4 4 3 1 56 1 6
s 2 s 14 6 o6 @
2005 14 e a1 12 3
/3 14 176 17 L6213
L4 15 U4 U6 1613 13

An average user, though. would have difficulty in a priori judgement of varying technical parameters such as delay,

jittzr, error and loss rates on highly subjective attributes such as perception, understanding and satisfaction. Whilst this

is true for QoS attributes at the level of the transport service. users are better able to quantify their requirements in terms

of more abstract characteristics like the prioritisation of core riliimedia components such as }, 4 and 7. The matrix C

reflects this situation and couid conceprually be split-up into 4 sub-matrices, which are:

¢ A 3x5 matnx, in the upper left part of the matrix 1n Relation (2), giving the relative importance of the BER, SO, SL,
DEL and JIT criteria with respect 1o one another. This matnix changes dynamicaliy during the course of the
rransmmssion of a multimedia clip. An exampie illustrating this behaviour is presented below.

s A 3x3 martrix. located in the bottom right of the matrix given by (2). Here, user input can reflect personal choices of
the relative imporntance of the video. audio and textual components in the context of the application, as well as a
relative characterisation of the dynamism of the multimedia clip. Whilst, these values can be changed dynamically
depending on the visualised scene. @ priori values in this casc could -eflect the result of user- consultations, such as
those conducted in cur originzl QoP experiment [10].

¢ A 5x2 matnix and a 3x5 (one of which is the transpose of the other) which reflect designer choices of the relative
importance of the five QoS parameters considered on I 4. and 7. The elements of these matrices remain fixed at
run-time, and. in our particular case. reflect the results of our previous work on QoP [10].

Following the AHP, the weights w,. =1,.. .8 denotung the relative importance of each criterton / among the p criteria
(7=8) are cvatuated using the formula:

:’Ha \‘gkv
= '""’_\TT i=12....p )
Z{ e

J

w

and a higher priority setting corresponds to a greater importance. Pairs among alternatives are also compared with
respect to the th criterion and then a weight - . which denotes how preferable is the alternative ; with respect to the

]

criterion 7, 1s derived. As previously. there is a total of p pairwise comparisons in the matrix and weights are calculated
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following Relation (3). The weighted sum model, [15], is used to find the preference of an alternative j with respect to
all criteria simultaneously; preference is defined by P; and denotes the overall priority, or weight, of action j:

P = iw, W, (4)

=l

In the maximisation case, the best alternative is the onie that possesses the highest priority value among all others.

Due to the dynamic nature of our problem, where the technical information and the perceptual information could form
inconsistent judgement matrices, the need to apply a weight determinstion technique suitable to handle inconsistencies
was indispensable. Therefore, the Fuzzy Programming Method (FPM}, which is a2 method capable to solve even high
inconsistent matrices, was used. The FPM proposed by Mikhailov ard Singh [16] is an approach capabie to handle
inconsistent pairwise comparison judgement matrices, where the judgements can be expressed either as crisp, intervals
or fuzzy numbers. Each reciprocal pairwise comparison matrix, A=[a;]e R™, can be represented as a system of m =
nx(n-1) linear equalities:

Rxw=0, - (5}

where » is the number of elements compared, w is the vecior of weights and Re R™". For the inconsistent cases, the
method 15 finding a solution that approximately satisfies Equation (5), i.e. Rxw = 0.

One of the most important advantages of the FPM is that the prioritisation problem is reduced to a fuzzy programming
problem that can be easily formulated and solved as a standard linear program:

Obj.: max A
st Adi+Rwsd, k=1, om 12220 (6)

Zw, =1, w>,i=1....n

where the values of the tolerance parameters d, represent the admissible interval of approximate satisfacuon of the erisp
imequalities Ry < 0. For the pracucal implementation of the FPM, it is reasonable all these parameters, d;, to be set
equal [16}.[17]

After denving the underlving weights from the comparison matrices through the FPM technique, the local weights are
synthesised following the weight-sum model. The overall vaiue !, of each /7 altemnative. A, is expressed as:

i =i“ r N

where w. 15 the weight assigned to the & criterion and s, 15 the relative score of the alternative j on criterion /.
Obviousiv. the alternatve with the maximum overall value P, will be chosen.

The diagram of our architecture 15 given in Figure 3 and shows how both monitered QoS and user choices impact on the
construction of the judgement matnx, which serves as the basis tor the AHP 1o suggest a suitable protocol stack
configuration under BPDRoPS ensuring that user QoP 1s mamntained at an opumum ievel [11]. This 1s i contrast to
tradittonal icgacy protocols stack such as TCP [P and UDP, which make no allowance for user -related considerations
in their sunctionalits

APPLICATION EXAMPLE

In this sectnion. we present experiments Hustrating the ability of our approach to seleet appropnate micro-protocols and
construct a suitabiv-tatlored pretoco! stack depending on the prevailing operaung network environment

Prionties microl microl micro’ MICcTOS microl microrn mere” microd micyo9
Initie! 0.0YsZ 0.1684 R (11361 0.0847 01274 U.(16N 0.0674 0.1373
Updated 0.1262 0.125Q 01154 01186 0.0819 0.1083 0.1337 0.0739 0.1251

Table [ Overall values of the altermative microprotocois for the ¢xperiment
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In Table L. our methodology has been applied to a situation where BPDRoPs is experiencing protracted deiays due to
network congestion. The notation adopted in Table | is as follows: no sequence comtrel (microl), strong sequence
control (micro2), ro flow conmrol (micro3), window-based flow control (microd), IRQ (micro5), PM-ARQ {micro6), no
checksum algorithm (micro7), block checking {micro8), full Cyclic Redundancy Check (micro9).

As a result of a delay-intolerant audio transmission being subjected to a period of high network delays, the upper left
sub-matrix of Relation 2 can reflect this situation by changing the numearical judgements to reflect a meore radical bias in
favour of the delay component. In Table 1 we can see that the priorities of the different microprotocols obtained through
our approach change from the initial configuration, biased towards micro2 (an overall value of 0.1684 was assigned to
that microprotocol initially), to an updated one in which micro7 and microl are top of the priority ordering. This means
that the priority ordering of the microprotocols would change to one which favours microprotocols that do not lead to
extra delavs. as one would expect. In our case. these are represented by microi and micro7.

In Figure 4, we show the resulting protocot stack which is constructed using our approach: in the BPDRoPS framework,
when each of the QoP and QoS parameters becomes. in turn, of primary importance. This situation is not farfetched and
can easilv arise in reai-life situations, particularly when component parts of networks fail or malfunction. Thus, for
instance. if a link between two routers goes down, then connecticns using that link will experience a high degree of
segment loss: alternatively, if there 15 a fault in router hardware, then connections involving that router might, for
instance, experience high bit error rates. Thus. in the case where segment loss (SL) is of primary importance then, as
can be seen from Figure 4. the BPDRoPS protocol stack is made up of microl, micro4. micro6 and mi:ro7. Whilst the
choice of micro 1s to be expected. as it is the onlv microprotocol tn the BPDRoPS framework explicitly able to handle
losses, the choice of microd highlights the impernance of flow control for scgment losses, which would prevent, for
instance. buffer overflows and the resulung loss of data. Otherwise, the choice of microl and micro7 reflect the
streamiined funcuonality of the protocol stack. as these microprotocols, by not acting on sequence control and bit
ervors. respecuively, reduce computational overhead.

Similar observations apply in the case when QoP parameters are of primary importance. Accordingly, all media
component of muttimedia presentations are tolcrant to bit errors, except audie. Thus, the case when audic is considered
of primary importance is the only one in which the resulting protocol stack includes in its configurauon micro9, the
most suited microprotocel to handle bit errors. The fact that most distributed mulimedia applications have real-time
constraints as well as being tolerant to bit errors, is reflected 1n the choice of the “no-frills” micro7 in all other cases, for
this type of functionality. The delay-intolerant nattre of distributed mulumedia apphcatons is also reflected in the
choices of microl and micro3 in the suggested protocol stacks when video and text are of primary importance. The
choice of micro6 for these two scenarios reflects, however, the importance of not losing segments of information,
particularly in the case of compressed mediza, as any loss of information would propagate through subsequent media
units, bearmg in mind the widespread exploitation of differential characteristics in compression.
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CONCLUDING REMARKS

Distributed multimedia e-health applications have a set of task-specific requirements which must be taken into account
if effective use is to be made of the limited resources provided by public telecommunication networks. In this paper. we
have addressed the problem of bridging the application-network gap, in a remote coltaborative environment for back
pain treatment, from a multi-attribute decision-making perspective. To this end, we have used the Analytic Hierarchy
Process 1o integrate Quality of Perception- related requirements with the more technical characterisation of Quality of
Service. We have shown how our framework is capable of suggesting appropriately tailored transmission protocols, by
incorporating human-perceptual requirements in the remote delivery of e-health solutions.
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Abstract: The escalated cost of healthcare has been under consideration and hospital management has
devoted many efforts in order to contro} these costs. During a recent study, it was concluded that the costs
produced by the mefficiencies of the hospital pharmacy inventory management could be reduced using the
techniques thar contemporary togistics and information systems provide. The Just In Time concept that has
been successfully applied in other industries is not considered as a procurement technique for the hospital
pharmacy due to irregularities that the demand for specific medicines may produce in cases of emergency.
The a1m of this study is to demonstrate the use of a softwarc model that could support the concept of just in
time in hezlthcare logistics. This model supports the virntal pharmacy inventory system that considers the
inventones of the hospital pharmacies in the same geographical area as one virtual entity providing the way
that hospitals support each other in pharmaceutical supplies. This model is based on the intelligent agent
technology and the Internet is used as a communication medium.

Kevwords: Healthcare Information Svstems, Just i Time, hospital pharmacy inventory, unexpected demand support,
pharmaccuticals supplies.

I. INTRODUCTION

The advances of medical and biological sciences have greatly improved the quality of
healthcare but on the other hand have increased the costs of healthcare. Healthcare
officials and managers are trving hard to find ways of reducing costs without affecting
the quality of healthcare services [1].[2].[3]. The science of logistics that provides models
for the opuimization of supply chain systems must be seriously considered in order to
elimmate the mefficiencies of the healthcare supply chain that lead to hidden cost
micreases. The use of information and communicauon systems tools within the supply
chain could provide solutions that improve the way the healthcare supply chain is
managed as such soilutions have already been used in other industries. One such model of
supplv chain management is Just In Time (JIT). which has not been applied in the
healthcare industry as hesitations about the security of supplies In emergency sifuations
has concealed 1ts effectiveness [1].

The focus of governmental projects in order to improve the healthcare supply chain is
based on the supplies of each hosputal individuallv and the way the hospital interacts with
its supphers. Logistics information svstems that are based on Electronic Data Interchange
(EDI} and bar coding systems are proposed to eliminate the supply chain inefficiencies
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and cut costs [1],[4];[5]. Another possible solution that could improve this proposed
solution is to consider the hospitals of the same geographical area as one entity regarding
thetr inventory and build an environment within witch these hospitals are able to
cooperate and exchange medicines forming a virtual hospital pharmacy inventory that
could store the emergency medicines required for their efficient operation providing
ground at the same time for the application of a JIT mode! in the healthcare industry.

The aim of this study is to present a software model that could support the concept of just
in time in healthcare logistics and demonstrate its use. This model supports the virtual
pharmacy inventory system that considers the inventories of the hospital pharmacies in
the same geographical area as one virtual entity providing the way that hospitals support
each other in pharmaceutical supplies. The objectives are to:

e Investigate the solutions that are already proposed

o Explain the need of a new system

s Propose the new system

* [nvestigate the technologies that could support such a system

e Provide an outline of the system

2. HEALTHCARE LOGISTICS: PROPOSED SOLUTTONS

The logistics models that have been effectively applied in other industries, like JIT,
supply chain management and partnerships using logistics information systems (LIS) for
the integration of the supply chain. have attracted the attention of the public healthcare
sector across the world and several projects have been produced aiming at the application
of contermporary logistics in the healthcare industry. According to Jamrett. these projects
incorporate the vision of having ‘the right product in the right place at the right time in
the most cost effecrive manner to serve efficiently the healthcare needs of the end
consumer [ 1]. The projects that are proposed by governing bodies around the worid are
introcuced, their limitations are outiined and a new system 1s proposed.

The f{irst project under study 1s the EHCR. Electronic Health Care Requisitioning. vwhich
was initiated by the Chinton admimistrauon in the USA. Profitable and non-profit
organizations parttcipated in the project as well as consultants and other specialists that
were working on the design. development and implementation of modeis. The Canadian
government adopted the directives of the EHCR and applied them to some Canadian
hospitals. The Australian government produced their own directives based on the EHCR.
known as the PECC project and applied 1t in some model hospitals. The European Union
has another project under development by a censortium of Universities around Europe.
which 1s called DRIVE project also based on the EHCR directives [6].{7].[8].

The method of stockless hospital inventory elimunates the storage of medicines n the
central storeroom and spreads the medicines according to the needs of each clinic in the
hosprtal. The objective of the concept 1s to cut matenal handling procedures and the time
spent 1n ordertng systems. The suppliers make freguent deliveries in separate lots for each
clinic of the hospital. Automated ordenng systems as the one suggested by Danas and
Ketikidis [11],[12] are required with the aid of EDJ and bar coding, in order to minimize
the time and effort spent on bureaucratic procedures. Many hospitals have successfully



implemented ‘the above concept like the University of Michigan Hospitals, Escambia
Hights, Tempa General etc [3]. Baxter Healthcare Corporation, offering distribution
management systems that help hospitals by holding their stock until it is needed and then
deliver directly to the appropriate clinic [9}, proves the fact that suppliers are willing to
adapt to the new way of doing business with the hospitals.

To summarize, the current approach to the JIT concept in the healthcare industry is based
on two axes:

1) The integration of the information systemn within the hospital and among the
hospitai and its suppliers based on the use of bar coding and EDI, and .
ii) The elimination of the central hospital pharmacy as the stockiess inventory -

systern model

The current approaches provide system models aiming to reduce the costs of the logistics
processes of the hospital supplies including the hospital pharmacy and to provide models
for the JIT concept implementation.

- Pharmacy “—’[ clinics l Patient

- Hospital :
Tabie 1. The classic Approach: horizontal integration. O

3. THE NEED FOR A NEW SYSTEM

The focus of the projects under consideration ts on the integration of the processes within
the supply chain especially from the hospitai to the hospital’s suppliers in order to reduce
the adnmunistrative costs. The automation of the procurement procedure could lead to the
reduction of inventory levels since e-procurement applications improve the transaction
speed and accuracy. The control of the flow of medicines within the hospital could also
lead to further reduction of inventory levels. as the number of medicines that are lost or
wasted would be reduced. A JIT approach in the healthcare industry could be based in
these initiatives given the fact that transaction accuracy and speed are improved. Given
the fact that the stockless inventory system has been successfully applied in American
hospitals. a combination of the initiatives proposed by these projects and the stockiess
inventory system could lead to the improvement of the JIT approach to the healthcare
industry given that the pharmaceuticals could be ordered, checked by the pharmacist and
delivered directiv to the clinic that requires them. This way the central pharmacy
imventory is ehimnated and further cost reductions could be achieved.

.
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A JIT system in the hospital pharmacy could be based on the combined implementation
of the stockless inventory system and the proposed initiatives recommended by the
projects under study. The limitation of such a combination is that the cooperation of the
hospitals in the same geographical area is not considered. There are benefits that could be
achieved if this cooperation is considered. These benefits include the circulation of
pharmaceuticals within the hospital network in cases that a given medicine is not needed
in a clinic that ordered it for a specific patient who for one reason or the other did not
consumed it. In such a case this medicine would be held in stock in the clinic occupying
inventory space and may be wasted because it is expired. Another benefit could be the
support of the network regarding the pharmaceutical stock that each hospital must keep in
order to face emergency situations of unexpected cemand. The JIT concept could then be
applied with greater security and better results [10].

A new approach must then be considered based on the cooperation of hospitals in the
same geographical area in order to further improve the results of the project initiatives.
This network must be based on an infrastructure that will support the cooperation of
hospitals partictpating in the network. The EDI technology that is limited to the exchange
of messages between computer systems [13] is not sufficient to support the hospital
network. An mformation system based on intellige1t agents that have the ability to act
between computer systems could be the proper ianfrastrucrture for the hospital network.

A new svstem Is therefore needed, based on the intelligent agent technology in order to
form a virtual inventory of medicines within the hospital network. This virtual inventory
could support the need for pharmaceuticals while at the same time follow a JIT approach
in the procurement of phammaceuticals directlv to each clinic within the hospital
eliminating the central hospital pharmacy inventory.

4. INTRODUCTION TO THE VPIS

In order to further improve the current system models and to reduce the fears of
impiementing a JIT model in healthcare. a new approach to further cost reduction 1in the
logisucal costs could be based on the cooperation between hospitals of the same
geographical area n order to be able to exchange information and pharmaceuticals
among them thus further reducing their inventory stock and improving the JIT svstem.
Such u svstem could be based on EDI as current models suggest but such a solution
would be much complicated 1f not impossible due to the fact that EDI is limited on
exchanging messages and facilitaung transactions. An information svstem based on
inteiiigent agents that would faciinate and handie the exchange of information could
support the gvoivement of such a svstem mode] since the agent technology 1s not only
lirnited to messages or information exchange but provide a means for certain actions that
the agent can perform awayv from its base. This new system would be based on a virtual
common pharmacy inventory that will support all the hospitals in the same geographical
ared.
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Table 2. Horizontal and vertucal integranon

5. A DESCRIPTION OF THE SYSTEM

5.1 FUNCTIONALITY

VPIS can be described as a web based procurement svstem that provides a platform for
the cooperation among hospitals 1n the same geographical area. The hospital pharmacist
will be the main user of the svstem even though the system provides the ability to doctors
to enter the pharmaceuticals they require for their clinics. The pharmacist will be able to
check the daily orders and then select to purchase the required material from a suppiier or
get them from another hospital in the area if they are in offer. The system will
automatically check the stock of each clinic and then according to a rule based DSS will
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post them for offer to the central offerings blackboard system. Orders will be transmitted
to the appropriate supplier and exchanges to the approprate hospital.

5.2 INTEGRATION WITH THE HOSPITAL LOGISTICS INFORMATION SYSTEM (LIS)

Integration of the VPIS and the hospital LIS involves the cooperation of the two systems
in order to exchange information regarding the stock that is kept in the system. The
hospital information systems are not all identical. Each hospital has its own information
system, which is either an LIS or a legacy information system. VPIS is based on an LIS
in order to be able to keep a database updated with real time information. The database of
each hospital would not have the same structure. VPIS performs queries in tnese
databases and collects information regarding the stock of pharmaceuticals each hospital
has on hand.

5.2.1 OBJECTIVES

The objective of the integration is to query each hospital database in order to get
information regarding the status of pharmaceuticals s:ock collecting information like
expiry dates.

5.2.2 SOLUTIONS

The intezration could be achieved by placing a static agent n each local database in the
network that would be able to query the local database. This means that each static agent
knows the structure of the database that is attached to. The agent would accept messages
from the system with specific information about queries would then perform the query
and send back to the system the results.

5.3 OFFERINGS TABLE — THE BLACKBOARD

The offenings table, the blackboard of the svstem. hold information about the
pharmaceuticalis that are for offer inside the network. These pharmaceuticals include
medicines that are about to expire that could either be returned to the suppiiers or must be
consumed before thev expire. medicines that were ordered for a particular therapy and for
some reason were not consumed and medicines that must be kept in stock for emergency
situations and could be used bv anyv hospital in the network.

5.3.1 OBIECTIVES

The blackboard 15 used to post mformation about stock that must be circulated in the
network. Static agents send gquery information to an .nteliigent agent that 15 responsible to
update the blackboard based on specific rules.

5.3.2 SOLUTIONS

The blackboard is acrallv a database holding dawa about the pharmaceuticals for
circulation Inside the network. An intelligent agent is responsible to update the
blackboard. Other agents would perform queries 1n this database to locate medicines that
must be circulated tn the network or are used in emergency situations.



5.4 BLACKBOARD UPDATE

The system that updates the blackboard consists of an intelligent agent and a database
that contains the knowledge to be used by this agent in order to decide whether to place a
specific medicine in the blackboard.

5.4.10BJECTIVE

The objective of this module is to place the correct medicines for circulation in the
network.

5.4.2 SOLUTIONS -

The objective of the module could be achieved by an intelligent agent that will accept as
input the results of queries from the static agents 1n hospital databases, it would then
perform a checking using a rule based system with a database constructed specifically to
act as a knowledge base for this agent.

5.5 ORDER SCHEDULER

The order scheduler would check the schedule for prograrnmed pharmaceutical support
for a specific period of time ahead, would then check the blackboard and produce a list of
medicines that could be redistributed inside the network. The module is also responsible
to produce a hist of scheduled supplies to be sent to suppliers in order to be ready to
supply in time the required medicines.

5.5.1 OBIECTIVE
The objective of the module is to check the blackboard for required medicines to be
circulated inside the network and then produce a requirements list to be sent to suppliers.

5.5.2 SOLUTIONS

An agent could check for matches between the requirements iist for each hospital and the
blackboard. It would then produce a list to be send using EDI to suppliers in order to get
ready for the scheduled demand of the whole network.

5.6 EMERGENCY STOCK LOCATOR

The emergency stock locator would be able to locate if & required medicine that is needed
1s heid in stock in the network of hospitals. This would provide greater security for the
pharmaceuticals support of the syvstem.

5.6.1 OBIECTIVE

This module has the responsibility to locate a specific inedicine within the network. Each
hospital database must be queried and results must be sent back to the system to decide
where to get the medicine from if it exists in the network.

5.6.2 SOLUTIONS

The static agents in local databases would perform the query based on a message that
thev would receive from the mntelligent agent responsible to iocate the required medicine.
A list of the hospitals in the network that have in stock the required medicine would then
be produced.



5.7 DEMAND SIMULATION .

The demand simulator would simulate demand at random times to check whether the
system is able to support the specific demand. The demand simulator would simulate an
event that a number of patients are transferred to one hospital of the system suffering a
specific emergency situation like a food poisoning. The system would then check the
virtual mventory if it is able to support the specific event.

5.7.1 OBJECTIVE

The objective of the module is to simulate a specific emergency event, produce a list of
the required medication to support this eve1it and then check if the system is able to
support the pharmaceutical requirements.

5.7.2 SOLUTIONS

An intelligent agent could simulate emergency events at random times out of a specific
set of possible emergency situations that a hospital may face. Each specific event would
have a list of pharmaceuticals requirements that the ageat must check if the system is able
to support. The agent would send a query message to each static agent in the local
databases and produce a report based on the results that it would receive.

5.8 STOCK LEVEL SCHEDULER

This module would have the responsibility to check each local database and produce a
report of the pharmaceuticais that are below the safety stock. A list of requirements could
then be produced and sent to suppliers to schedule forthcoming supplies.

5.8.1 OBJECTIVE
The objective of this module is to keep a safety stock of specific pharmaceuticals that the
pharmacy must always keep. The svstem 1s then secured against out of stock incidents.

5.8.2 SOLUTIONS

The stock level scheduler agent would be based on a specific database of medicines that
must be kept 1in a hospital pharmacy in a specified stock level If a stock of such a
medicine 1s less than the required level than an order must be sent te the supplier. The
agent responsible for this task must send a querv to each hospital static agent to perform
the query and send back a list of medicines that are under the secunity stock level.

6. TECHNICAL DESCRIPTION

The VPIS svstem will be based on a group of mobile intelligent agents that will be able to
search the databases of the parucipating hospitals and manage another database that will
inctude all pharmaceuticals that are on ofter within the svstem. A brief outline of all
participating agents 1s given below:

LAOI: Search the local db and post offerings: The TAO| agent has the task to search the
local hospital database and send results to other agents.
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1A02: Order scheduler: The order scheduler will check the schedule of the following

week and will include automatically in the orders all the prescribed pharmaceuticals that
are needed for scheduled operations.

IA03: Emergency stock locator: This agent will locate in the local databases of all
participating hospital a medicine that might be required for a certain emergency.

IA04: Demand Simulator: This agent will simulate emergencies in order to check the
system if it is able to provide the proper pharmaceutical support.

IA05: Search offerings table: This agent will searca the offerings table and then‘ provide -

decision support based on a rule-based system for the pharmacist in order to decide
whether to buy from the supplier or get the medication from another hospital.

1A06: Stock Level Scheduler: The stock level scheduler will decide weather or not to
replace a medicine in stock that is consumed. Many medicines need to be in stock in
order to be able to support all emergency situations.

1A07: Post -
Loca! Offerings LA06: Local
Stock Ievel
db scheduler db
1A01.
search the
iocal db
; 1A05:
Offerings Search the
db offerings
table
1A02: order
scheduler
IA04:
dernand
- IAQ3: simulator
emergency for
stock checking
locator the svstem

Table 3: The outline of the VPIS system
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IA07:Post Offerings: This agent post the pharmaceuticals that are to be offered in the
blackboard based on a rule-based system.

7. AN APPLICATION SCENARIO

The new JIT system model is based on the elimination of the central pharmacy inventory
of the participating hospitals. More often supply orders that are based on scheduled
operations are used and the VPIS information system is the backbone of the cooperation
between hospitals and between hospitals and suppliers. The system does not attempt to
change the process of ordering the pharmaceuticals or the persons responsible for the
ordering process. The doctors at each clinic in the hospital can use the system to enter
their orders. The hospital pharmacist then checks these orders for verification. The
pharmacist then using the system can check if the required pharmaceuticals are in offer
by other clinics of the hospitals in the network and then decide to get them from this list
or order them from the appropriate supplier. In cases of emergency, the system can locate
if the required pharmaceuntical 1s in stock within tne network. The pharmacists
participating in the network must decide on the minimum level of stock of each medicine
that is required in emergency cases and keep it in stock within the network. If a medicine
that 1s required to be in stock is consumed then the system will produce an order for
replacement. If a required medicine 1s near its expiration date then this medicine is also
replaced. Pharmaceuticals are ordered based on a daily schedule that is supported by the
system. A doctor must enter the scheduled operztions and the required medication in the
system for a certain time period and then the system will manage the pharmaceuticals
orders. If a medicine that is ordered 1s not consumed and remains idle in the chinic then
this medicine is offered for exchange within the networ<. Other medicines that offered
for exchange are for example medicines that are near their expiraton date so stock
disposal is reduced within the hospital network.

g CONCLUSIONS

The JIT aporoaches in the heaithcare or other industries adopt models that are based on
the hornizontal mtegration of the supply chain. The healthcare industry in the public sector
has the advantage that hospitals are not competing for profit. This advantage provides the
ground for cooperation among hospitais in order to cut costs that will benefit the public
healthcare sector since these amounts can be invested elsewhere for the benefit of the
public health. In the governmental directions that are examined so far the approach of the
wertical integration 15 not included. A verucal mtegration can provide the ground for the
improvement of the JIT models that can be adopted 1n the healthcare sector reducing the
fear of emergency stock outs since an emergency medication can be located among the
hospitals of the same geographical arca and be transported to the place that it 15 really
needed. In order to support the JIT svstem model ar. information system is needed that
will provide the tools for the cooperation of hospitals. This information system must be
based on intelligent agents since the EDI approach is insufficient due to the limitation of
EDI to exchange messages and not functionality between computers.
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ABSTRACT: This paper describes the development of an intelligent agent that interprets blood glucose monitoring data
received by the m2dm teiemedicine service for generating alarms when some deviations in the patient state are detected.
The agent uses hybrid methods to generate data summaries and automatic alarms. such as rule-based technigues and
Causal Probabilisuic Networks (CPN) techniques, The rule-based analysis allows the detection of severe abnormalities
using different time scales depending on the quality of the received information. The CPN analysis looks for deviations
in the “insuiin effectiveness™ along a typical day using a physiclogical qualitative model. The advantages of an
automatic response integrated in a telemedicine service are that it focuses doctors’ and patients’ attention on abnormal
data and gives instantaneous feedback to patients reinforcing their education and motivation. The agent is being
evaluated within the m2dm project at the Hospital Sant Pau of Barcelona.

KEYWORDS: Intelligent alarms. telemedicine, diabetes. causal probabilistic networks

INTRODUCTION

Diabetes Mellitus 1s a chronic disease where the process of care 1s complex and requires the patient 1o take an active
role. The daily management of diabetes mellitus imphes that the patient has to be able to react in a proper manner under
any situation that can appear during his‘her dailv life. Telemedicine i1s an effective way to support patients” decisions
providing them with a “supervised autonomy™ {1] carried out remotely from the hospital. But telemedicine increases the
physicians workload because 1t increases the amount of infermation they have to process and it demands a higher
interaction with patients. It1s crueial to complement telemedicine services with automatic data processing tools to focus
doctors” atrention on abnormal data eptimising the ume needed for data interpretation.

This paper describes the development and integration of an mnzelligent agent thar interprets blood glucose monitoring
data recerved by the 4 telemedicine service. The agent generates automatic summarics and alarms when some deviations
in the pauent state are detecied.

The agent has been integrated in the m2dm project [ 2], which aim 1s 1o provide new telemedicing services for diabetes
care emphasizing the provision to physicians and paucnts of personal heatth services 24 hours a dav using a mult-
access concept considering a full range of non-cxpensive and widely accepted information technologres. The muln-
access seryices are implemented with a multi-agent architecture (see Figure 1) where communication agents and
Knowledge Management agents are coordinated by a smiddieware module calied Orgumizer. One of the goals of the
project 1s to provide users with Knowiedge Management tools to give the nght knowledge to the right people in the
right moment. The Knowledge management tools considered in the Spanish implementation of the m2dm telemedicine
service are of three tvpes: 1) On users’ demand: it includes the graphicai data representation: 2) Triggered by the
system: 11 includes the dvnamic pre-programmed notification of gvents to users. poth patients and physicians; 3)
Triggered by data receptzon: it includes the automatic data processing both for generating summaries for patients and
intelligent alarms for physicians and patients.

The Knowledge Management Agen: described in this paper belongs to the third category and uses hvbrid methods to
generate data summartes and automatic alarms. such as rule-based techniques and Causal Probabihistuie Networks (CPN)
technigues [3]. The rule-based analysis allows the detecuon of severe abnormalities in the patent state using different
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time scales depending on the quality of the received information. Th2 CPN analysis looks for deviations in the “insulin
effectiveness” along a typical day using a physiological qualitative model and managing uncertainty and data
incompleteness that are two of the main characteristics in the ambulatory monitoring of patients.

M2DM | DBMS
: Centre | TCPAP

]
MDM DB

asLssnsievama

: | Multiaccess
! | ORGANIZER 1 l N A !
: Comm. Comm. Comm. Comm, Applic. | |Applic.| ;
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[
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Bttt i rmanammas
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Terminat Terminatj Terminal Terminali

Figure 1: The Muitiaccess Server Architecture composed bv the common database, the Muleaccess Organizer. the
agents (CS: Communication Server; AS:Appiication Server ) and the user applications.

Some of the "M2DM Agents” are in charge of communications with the different user terminals integrated within the
m2dm Centre (named Communication Server agents) and other agents are in charge of data analysis and data
processing (named Application Server agents). The number of agents present in a M?DM Centre is not limited a priori
and it only depends on the kind of terminais that will be used at each site.

AUTOMATIC DATA PROCESSING METHODS

The KM Agents activated whenever new monitoning data 1s received at the central multi-access server from any
patient. When iriggered. the KM agents performs the automatic biood glucose data processing beth for generating
summaries for pattents and for detecting deviations 1n the pauent state.

GENERATION OF DATA SUMMARIES

The main obiective of data summaries 1s to give feedback 10 patients after sending his/her monitoring data to the
hospital. Additionally. we take advantage of this svstem interactio : with the pauent to provide him/her with more
added-value informanon extracted both from the data received and from the previous data stored in the database. The
processed information allows pauients to compare their actual metabolic state with the past and motivates them to
continue registering information.

The analvsis performed by the KM agent 1s based on basic statistics that are presented to the patient in a summary text
message. The analvsis 1s done both considering all the blood glucose measurements within a period and classifying the

readings as pre or postprandial measurements associated to the four main daily intervals (breakfast, lunch. dinner and
night). The content of the test message 1s structured as follows:

+ Header: it includes the general m2dm service identification

65



e Subheader: It includes the nature of the message -“‘automatic message generated by the system”- and the reason -
“Reception of patient’s monitoring data”, The subheader is important to clearly distinguish this typeof messages
from others generated by humans.

» Body: The message body has two different sections
o Information about the blood glucose data received: Date and time of the analysis and data surmmary (no. of

measurements; global statistics; no. of hypoglycemia values: no. of hyperglycemia values; statistics along daily periods; etc).

o Information about the patient’s whole monitoring data availabie at the hospital: it includes a blood glucose summary
similar to the previous one for the whole period and information about other monitored variables, such as intakes, insulin
daily adjustments. illness, etc) :

¢ Footer: [t includes information to contact the m2dm responsible at the hospital

RULE-BASED ANALYSIS

The rule-based analysis allows the detection of severe abnormalities in patient control using different time scales
depending on the quatity of the received information. This analysis ir triggered by multiple blood glucose data reception
and is performed immediatelv after generating the data receptior. summary.

The severe problems that are considered are:

¢ Hypoglycaemia status. Presence of very low blood glucose values (< 70 mg/dl}

e Hypergivcaemia status. Presence of very high blood glucose values (> 200 mg/dl)

= Oscillating status. Simultaneous presence of hypo and hyperglyciemia values.

e Hyper-insulinitation: Adnunistration of insulin under the dose prescribed by the diabetologist (> 100%).

The rules run in three different time scales that define the anaiysis time period:

+ Transmirted data penod: it covers the data received in the last communication process.

¢ Pre-fixed periods: 2 weeks ¢ | month periods having as end point the communication date.
s Therapy related period: includes all the data from the last therapy upndate.

When any severe problem 1s detected an alarm 1s triggered and two different text messages are composed to notify the
alarm to the patientphysician. Additionally, if the quatity of data available in the pre-fixed periods is acceptabie, the
model-hased anaivsis is tniggered for doing a deeper data processing. The acceptable data quality is defined according
to data tncompieteness as a combination of the amount of blood glucose values (> 3 readings per day) and the
percentage of davs where the required values are available (> 80% of the days in the analysis period).

MODEL-BASED ANALYSIS

The mode!-based analvsis uses a physioiogical model for diabetic patients represented with a Causal Probabilistic
Netwaork that can detect deviauons in the “insulin effectiveness™ along a typical dayv .

The qualitairve model

The mode! represents the day divided intoe four tme intervals Cbhreaktast’, “funch’, “dinnes” and “might” intervals). The
mputs nte the metabolic model are divided mto two categortes: self-monstoring patient data. that can he considered as
the “symptom~" of the metabolic state (blood glucose and ketonury measurements): and the “causes” affecting these
measurements tinsubin doses. meals. meal time and tme span between insubin imections and their associated meals).
The physiological parameters of this model are gualitative, thas means that. for example. anniake 15 catalogued as
“delaved™ or "excessne in carbohvdrate content” but no quantitative vaiues in minutes ar in grams are managed. The
relations between the model parameters were obtained trom experts and were represented with z guahitauve Causal
Probabilistic Network (CPN)

The CPN-modet was previously developed and evaluated as the core of DIABNET [4]. a decision support system for
therapy planming that integrated the CPN-modcei in a hybnd archi.ecture where the qualitative results were later on
converted Imie quanutanive insubin dose modifications adapted to the patient charactenistics, The DIABNET system was
evaluated with real patients {3} demonstrating the suntability of the gualitative CPN-model for therapy planning. One
reason that makes a quahitative model suitable in the education process is that the knowledge used by professionals 13
also expressed to palients 1in qualitative terms, as for example: *If 2 main intake 1s delaved. then 11 1s possible that it will
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produce ketonuria and a low biood glucose measurement”. In addition, the choice of CPNs facilitates the model
reutilization mainly because it supports both diagnostic and predictive reasoning. The previous characteristics greatly
benefit any educational tool aiming to implement interpretation and simulation of data.

Detection of the insulin effectiveness

To interpret patient’s data, the KM Agent exploits not only blood glucose readings but also the knowledge about
patient’s habits (i.e diet and schedule) and the therapy compliance. Ttis information has been registered by patients and
transmitied to the telemedicine server using any of the multi-access terminals provided by the project {Web forms.
glucometers, PDA’s, conventional phones, etc). When triggered, the KM agent feeds the CPN with the data stored for
the specific patient along all the days included in the analysis period. The network infers the insulin effectiveness
associated to each of the four daily periods giving qualitative information about the lack or the excess of exogenous
insulin. The KM agent generates new alarms when any of the nodes takes the value “insuffictent” or “excessive™. This’
information focus physician attention on the points where the insulin therapy should be modified to improve patients’
metabolic control. -

RESULTS

The KM agent has been integrated in the m2dm multi-access architecture and cooperates with the existing
communication agents to provide the analvsis results to the recipient users. The communication of the KM agent with
the Organizer follows the messages protocol defined in the m2dm multi-agent architecture for the coordination between
the Organizer and the multi-access agents [6]. None modification in the previous communication protocol was required.

The integration requires the m2dm Organizer to be pre-programmed with an additional activity-event relationship that
activates the KM agent whenever new monitoring data 1s received from a patient. The process at the Multi-Access
server is as follows (see 0): 1) The glucometer agent receives data from a patient, it stores them in the database and
notifies the “Data reception event™ 1o the Organizer providing information about the author; 2) The Organizer consult
the pre-programmed activity-event refationships for this specific event and author; 3) the Organizer notifies the event to
the KM agent, that performs the data analvsis. detect the alarms and composes the messages for the users. Finmally it
sends the “New message event” to the Organizer: 4) The Orgamizer consults again the pre-programmed activity-event
relationships for this new event looking for the noufication way preferred by each recipient (Web, conventional e-mail
or SMS): 33 The Organizer activates the correspondents notification agentss that will deliver the message/s.

' Notification > KM
@ : <:Remy Agent
Glucometer| Uu - \ |Multiaccess

Agent | Yt—— /| Organizer ®
i : | e ——— ol
R ; ﬁ__fmav_O_> Notification

]
i

Agents

Crganizer

| Configuration tables

|

Figure 2: Interoperabiinty between the KM agents and the Orgamzer
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Alarms are recorded in the m2dm database together with the information to identify the patient, the date of the analysis.
the analysis period and other relevant information for alarm interpretation. Users can be aware of alarms in two
scenarios: [) Monitoring data review scenario: Alarms are displayed in the graphica! visualization of monitoring data:
2) Messaging scenarios: Alarms are notified to users as text messages through Web, e-mail or mobile SMS if they
activate this features in their personal "user’s notification preferences”,

CONCLUSIONS

This KM Agent has been successfully integrated in the m2dm multi-access server. The advantages of integrating
automatic response tools in a telemedicine service are clear because they provide two features that are very relevant in
patients’ care: 1) they focus doctoers’ and patients’ attention on abnormal data preventing future risky situations and 2) -
they give instantaneous feedback to patients promoting patient interaction with the tele-care organisation and
reinforcing their motivation to use the teiemedicine system. For this reason, the architecture of any telemedic’ne service
should be designed to allow the integration of any kind of know;edge management tools in a seamless manner and
without interfering with the existing funcuionalities. In this sense, the current work demonstrates the suitability of the
m2dm architecture for the coordination of heterogeneous agents dcveloped for different purposes such as multi-access
commurications and knowledge management. The KM Agent is zurrently under evaluation at the m2dm Spanish pilot
in the Hospital Sant Pau of Barcelona.
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ABSTRACT: The central nervous system (CNS) of the human body is the whole system of brain, spinal marrow and
nerve cells throughout the body that correlates and regulates the internal reactions of the body and controls its
adjustment to the environment [BOS70]. it controis muscles and processes sensory information originating from visual,
aural, and other sensorial systems. Apart from that, it constitutes important human properties such as the ability to learn,
control, think, feel. have self-awareness et cetera. The central nervous system not only directs the body on a conscious
leve] but also on a subconscious level, making sure that we keep breathing, for example.

Considering all these functions, it is easy to understand thar malfunctions of the central nervous system can easilty result
in very severe complications, ranging from diminished control over movements and actions to abrupt cessation of life.
One of the passible ways for the central nervous system to bezome dameged is by a shortage of oxygen. Normally.
oxygen is extracted from the air by the lungs, which have a huge surface that is rich with capillaries. This surface allows
for diffusion of oxygen from the air into the blood. After this, the heart pumps the oxygen-rich blood through the body,
where the oxygen is used for various purposes. including the function of the :entral nervous system.

Hypoxia (or hypoxiemia) ts the generai phenomenon in which the oxvgen level in the blood is oo low for the body to
perorm normally. In hospilals, the oxygen level is usually monitored because it is a critical parameter in surgical
anesthesia. Apart from the measurement tools avaiiabie. hypoxia can often be diagnosed visually, because the subject's
skin tends to turn bluish. [n the case of newboms, hawever, this diagnosis is often more difficul. It is possible for the
neonate to experience episodes of hypoxia before and during birth. in which case the hypoxic episode may very well go
by unnoticed. When this happens. damage mav have been inflicted 1o the central nervous system. This damage is often
hard 1o recognize. as it may not show until a much later stage in the life of the newborn.

In this paper we explore a neurat network approach for classifying infant cryv in order to detect hypoxia related CNS
damage. The data set consists of 35 recorded cases of infant cries episodes, called the FCU data set. Each cry episade is
sphit inte valid cry units resulting in a data set of 183 elements. called the ACU data ser.

Reievant numerical features are determined by the research on features in the area of infant cry analysis and speech
recognition. After determining the relevant features an ensembie of Radial Basis Neural Networks was constructed for
both data scts (ACU and FCU) using bootstrap aggregation. Testing the classification performance resulted in a
performance of 85 £7 % (99 % confidence level) on the ACU lata set and 76 £19 % {99 % confidence level) on the
FCU data se1.

These classificanion rates should be approached with caution, however. The 78% is the lower bound of the confidence
interval tor the results of the classification 15 based on a small data set. 1t should therefore be stressed that the results
from this investigation are not to be taken any other than ‘preliminary'. Much more data and testing needs to be done

In conclusion. the results that were found are encouraging in the sense that a statistically significant relationship was
found. The feature selecuon and classification methods developed n this investigation can be a sound basis for
continuatien. Further research should divert its auenuon to the (frequency) measurement and noise issues and to the
data availability 1ssues.

KEYWORDS: infant cry analysis. neural networks. hvpoxia-retated CNS damage.

INTRODUCTION

The central nervous svstem (CNS) of the human body is the whole system of brain, spinal marrow and nerve cells
throughout the body that correlates and regutates the internal reactions of the body and controls 1ts adjustment to the
environment [BOS70). It controls muscles and processes sensory information originating from visual, aural, and other
sensorial svstems. Apart from that, it constitutes important human properties such as the ability to leamn. control, think,
feel. have sclf-awareness et cetera. The central nervous system not only directs the bodyv on a conscious level but also
on a subconscious level, making sure that we keep breathing, for example.
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Considering all these functions, it is easy to understand that malfunctions of the central nervous system can easily result
in very severe complications, ranging from diminished control over movements and actions to abrupt eessation of life.
One of the possible ways for the central nervous system to become damaged is by a shortage of oxygen. Normally,
oxygen is extracted from the air by the lungs, which have a huge surface that is rich with capillaries. This surface allows
for diffusion of oxygen from the air into the blood. After this, the heart pumps the oxygen-rich blood through the body.
where the oxygen is used for various purposes, including the function of the central nervous system.

Hypoxia {or hypoxaemia) is the general phenomenon in which the oxygen level in the blood is too low for the body to
perform normally. In hospitals, the oxygen level is usualiy montored because it is a critical parameter in surgical
anesthesia. Apart from the measurement tools available, hypoxia can of-en be diagnosed visually, because the subject’s
skin tends to turn bluish. In the case of newborns, however, this diagnosis is often more difficuit. It is possible for the
neonate to experience episodes of hypoxia before and during birth. in which case the hypoxic episode may very well go
by unnoticed. When this happens. damage may have been inflicted to the central nervous system. This damage is often
hard to recognize. as it may not show until a much ater stage in the life of the newborn.

In this article we discuss the possibility to differentiate between normal cases and abnormal cases as diagnosed by a
medical expert. In practice. these abnormal cases that are dealt with are all somehow related to ypoxia in the sense that
hypoxic episodes may have occurred. such as in case of a transpelvian enthocic delivery or a cesarean dysthocic
delivery. It is the physician's professional opinion (which will ve assumed to be correct) that these hypoxic episodes
have had their effect on the central nervous system. which then shou'd be reflected in the infant crying sound.

FEATURES FOR INFANT CRY ANALYSIS

Various studies have been under:aken 1o discover possible acoustical features in the infant crying sound that can be
correlated to a certain state of the central nervous system. Since the goal is to discriminate between normal and
abnormal cases. we need to find these features to perform this classification, in which we could view upon the features
as 'decision vanabies’. Specific types of occurrences of features {or coiabinations of features) possibly relevant 1o the
diagnosis will be referred to as indicarors.

A starting point for building a candidate set of features is. of course, extensiv: research done in the field of hypoxia-
induced disorders by the Grupo Procesamiento de Vaz at the Universidad de Oriente. Cano et. al. [CAN95, CAN9S,
CANG2] annotate the following phenomena as possibly being indications for hypoxia-related disorders. For an
explanation of the speech recognition related terminology see the book of Jurafsky & Martin [JM00] or the master
thesis of Ekkel [EKKOZ]

The first formant 1s more variable in abnormatl cases than in normai cases. The fundamental frequency is found to be. on
average, significantly ugher 1n abrormal cases. Instant changes in the fundamenta! frequency of four or more octaves
occur significantly more often in abnormal cases. The latency of the first cry tends to be larger in abnormal cases than
in normal cases. The melody tvpe in test cases 1s, more often than in normal cases. of the rising type.

In order to expand the set of possibly useful features. hterature otfers the following hints in relation to either CNS-
specific abnormalities or te abnormal cries in genera! [HIR99, MIC99]:Both the number of wrbulent noises {stridors})
and biphenations are increased in abnormal cases In general. the number of aberrations tends to be higher in abnormal
cases.

Furthermor:. crics of non-healthy infants are. in generat, more often considered to be either hvperfunctional (higher,
louder and shrillery or hvpotuncuaonal ilower, weaker and thinner) [MICO9) This can be cxpressed in terms of energy
(higher or lower than usual). vercedness (lower than vsualy. fundamental trequency fhigher or lower than normal), and
formants (mgher or lower than normaly

Consideriny all of the above. the tellowimg feutures wili need to be extracted from the erving sound in order to measure
all of the atorementioned imdicators. fundamental trequency ever nme, first tormant over ume. energy over time and
votcedness oy er nme

From these vaiues. the remaiming teatures can be caiculated: number of ovcurrences of shitt, number of occurrences of
stridor. number of gecumences of biphonation. amount of ptter. melody tvpe and latency

THE DATA SET AND FEATURE SELECTION

THE DATA SET

initially. the rescarch team of the Umiversidad de Oriente considered the measured values over a whole cry episode (one
case, or 12 sceonds of souna, often containing many cry units) as one pattern. For one emsode, vaiues like average,
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minimum. maximum, and standard deviation of the measured valued were assembled to form a pattern. Thus, the
number of data points was equal to the number of recorded cases: 38. -

Another approach was used by Mulder [MULO1] who split a cry episode into cry units and considered the average
values for one cry unit as a single data pattern. Hence, this approach yields more data points: depending on the
definition of a valid cry unit, this may range from some 120 to almost 200 patterns, Having more patterns is desirable in
terms of classification.

The drawback of this approach is that the cry units aftcr the first one are increasingly less relevant to the infant's status.
due to the fact that they represent a transitory process from pain ¢ry to normal cry; the development of this process over
time differs from case to case. Therefore, by using all units, the amount of information does not grow linearly with the
amount of patterns. Still, it makes sense to prefer a much larger amount of data points even if the amount of information
added is not in proportion, because the additional data points are not expected to decrease the total amount of
information.

Since the first cry unit is most relevant to the status of the infant, we will develop subsequent classification efforts by -
using rwo sets of data points. The first one contains only information from the first cry unit, coupling a highly relevant
informational content to a very small data set of only 35 patterns. The second one contains information from all cry
units, resuiting in 183 patterns, at the price of an expected decrease ir relevance.

From here on. the data set with 35 patterns will be referred to as 'FCU' (first cry unit) and the set with 183 patterns wr]l
be called 'ACU’ (all cry units).

For the ACU dara set, there is a representation issue to be solved: the value of the first latency not present for all cry
units, as this vaiue applies only to the first cry unit of a case. However, the classification algorithm needs the same
format for each input pattern. To work around this, we will assign the second and further cry units from a certain case
the same lateacy value as the first cry unit. This decision is based simply on the fact that all cry units are part of the
same case. They hence represent the same physiological status, to which the first latency is supposedly related.

Given the large set of possible features and the small amount of data. the ACU data set consists of 183 examples and the
FCU data set of 35 examples. there is a need for feature reduction in o-der to avoid the curse of dimensionality.

FEATURE SELECTION

The first approach we took to reduce the number of features was Principa. Component Analtysis. Applying the PCA
algorithm to our data set vields a set of principal components. of which the first twe (having the greatest variance) arz
used to project the whole data set onto two dimensions in Figure | {ACU) and Figure 2 (FCU).
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Figure 1 : Projection of cry data (ACU) on first twao principal components
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Figure? : Projection of cry data (FCU) on first two principai components
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Although the algorithm finds the axes along which the variance in the ata is largest, there is no visible separation

between target classes. This can mean either one or both of the fotlowing:

1. The vanance caused by class difference is much smalier than the varniance caused by other factors such as inherent
between-infant and between-cry differences.

I.  The linear analysis discards the majoritv of the information >ecause it is hidden in nonlinear relationships.

At any rate. we cannot be sure that the information discarded by the PCA algorithm is not important in separating the

classes, so this form of PCA cannot be used.

Anotier option 1s to simply 1 every possible subset of features that can be constructed from the whole feature set, and

then selecting the subset vielding the best test results. This process s called feature selection’ and is actually the

simplest and most logical method for feature selection or dimensionality reduction.

To compare different subsets. we need an algorithm that provides with a cerain criterion describing the quality of the

subset, [n this application. for example. the whole feature set contains 235 features. So. for all possible subset sizes, the

total number of possible features combinations s 33.554.431. Since each combination would have to pass through a

nonlmear tramming (opumization) and testing process. the computational requirements would become far too great to

simply try every combination. it a nonlincar network would need one second 10 be trained and tested for a subset,

testing zli features would take over a vear.

The approach we took was to combine radial basis neural networks and sequential backward elimination for feature

selection. To seleet those features that are bestin general. the whole feature search was repeated many umes, each time

with a different random partition of the pattern data into traiming- and test set. The results are then averaged, and those

features that appear in optimal subsets most often can be considered the overall best teatures.
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Figure 4 : Averaged best classification rate: 100 times for 2i1 465 subsets (FCU set)
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The best features are given in Table 1and Table 11,

Feature Appears in best feature set

First latency 71 %
Voicedness mean 60 %
F, minimum 59 9,
F\ mean 52%
Fg mean 51 %
Voicedness variabihty 4] %o
Energy maximum 3%
Voicedness standard deviation 30 %
Fy, maximum 30%
Energv mean I 26 %

Table | : Best features (ACU set)
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Feature Appeans+n best feature set

First latency 47%
Energy standard deviation i 38%
Voicedness standard deviation 36%
Voicedness variability B 5%

Table II : Best features (FCU set)

In subsequent classification efforts, the features shown in Table | and Table 1 are the features that will be used.

NEURAL NETWORK BASED CLASSIFICATION

For constructing a neural ciassifier. an ensemble of RBF networks is constructed and combined using hootstrap
aggregation. Bootstrap aggregation (bagging) is a form of arcing: adaptive re-weighting and combining. This general-
term refers to reusing or selecting data in order to improve classification [DUDO1]. In bagging. several versions of a
training set. each creating by drawing samples with replacement from the data set, are created. Each training set is then
used to train a classifier (RBF network). Then. in the classification stage, the outputs of all those networks are combined
to form the final classification based on the vote of each individual network (also called component classifier). Since the
classifier is now essentially composed of many neural networks, it is referred to as a multi-classifier system. and the
individual networks are calied component classifiers.

Sampling with reptacement means picking one data point at random without removing it from the data set it came from,
so that 1t mav be selected agam. A bootstrap sample from a data set may therefore contain the same data point more

than once. By constructing many versions of the same data set, each component classifier will create a different 'view'
on the mapping that's at the base of the classifier's data set.

In :his mulu-classifier system, all component classifiers are of the same type and share the same output format. The
output of one component ciassifier may simply be seen as the probability that some case belongs in a certain class (or
the probability that the case does not belong in the other class). We may therefore simply linearly add the probabilities
provided by the component classifiers and average them. Afrer this. rounding the average value directly provides us
with the classification result.

A mulu-classificr svstem of 10 networks was constructed. On the FCU data set. the performance of the classifier system
was 76%. The performance on the ACU data set was 85%. Confusion matrices are shown in Table L1l and Table 1V,
thev show a shght inclination towards type | errors ('faise alarms') which is a 'good’ thing (in medical terms, a false
alarm could be considered 1ess damaging than unjustly nos reporting an abnormality).

predicted

actual class group si Q |
(1 ! 15 79 % 21 U,
i 2t 129, 88 %o
Table 11t : Confusion matnix for multi-classifier svstem on ACU data set (0: nermai: i:abnemal)

actual class  group size fh : !
0 Y L 7% 1 30
] 6 P 1% 1 899

Table IV : Confusion matrix tor multi-class:fier svstem on FOU data ser
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EVALUATION OF THE CLASSIFICATION RESULTS

LINEAR DISCRIMINANT ANALYSIS

We also applied 2 linear discriminator to the data set and found the following results, Although this is probably a little
bit off bias due to small differences in the prior probabilities {the amount of patterns in each class) we use this
discriminator function to classify all cases and then compare the results to the rea/ class memberships. For the FCU data
set. this resulted in a correct classification of no less than 97%: Table V shows the corresponding confusion matrix. The

algorithm performs less on the ACU data set, resulting in a classification rate of 74% (see Table V1 for the confusion
matrix).

predicted class

actual class | group size 0 1
0 19 Q%% 5%
] 16 (%% 100%

Table V: Confusion matrix for linear ciassification (FCU) on the training set, resulting in 97% correct ¢lassification

predicted class

actual class reup size 0 i
0 90 74% 26%
1 93 27% 73%

Table VI : Confusion matrix for linear classification (ACU) on the training set, resulting in 74% correct classification

The result for the ACU data set is not very satisfving. but the good results for the FCU set demand further investigation.
If this linear classification mechanism is to be used in practice, it should be tested on test data ('real life datra') instead of
the training data it was constructed with. To get the idea of what would happen in such a case, we start by analyzing the
sensitivity of the linear classifier to new data. This is done by dividing the data set in a training set which is uscd to find
the discriminator function and a testing set, which is used to test its performance. For each different test set size, the
classification rate is the average of 100 different test runs each haviny a randomly selected (set of} example(s) from the
data set as test examples.

Figure 5shows what happens in this testing scheme. in a graph, which shows the classification rate as the number of
exampies taken from the data set increases at the cost of decreasing the number of training examples'. When one
samp.e is kept apart from the rest of the data set and used as testing example {so about 97% of the data is used for
training). the performance drops 10 82%. Adding another example to the test set makes the performance drop to only
65%. The two 'bumps’ in the figure (one around 90% and one to'vzrds 80% on the honzontal axis) are results of
coincidentaliy varving influences of individual patterns due to the small size of the data set.
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Figure 5 ; Performance of the tinear classifier on new data

' The first value is the 97% from the experiment in which ali examples used both for training and for testing. It is shown
here only for reference.
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Therefore this classifier is not feasibie for any practical use since its performance on unknown data is not at all good:
65% correct classification at best. The poor performance of the linear classifier can be the result of two-reasons. First, it
is possible that the data set does not or hardly contain the information necessary to distinguish between the classes.
Secondly. it is very well possible that the relation between feature data and class membership is of a nonlinear nature.
This would explain the non-optimal classification by a linear discriminator, as it is not capable of modeling this
nonlinear nature. :

CONFIDENCE INTERVALS

Given the classification results in the previous section of the neural network based classifier we calculated the
confidence intervals [MIT97].

Data set Measured performance  Lower bound Upper bound
ACU 85 % + 5% 80% 90%
FCU 76 % =14 % 62% 90% .

Table V11 : 95%-Confidence intervals for the neural network classifiers.

Data set Measured performance Lowet bound Upper bound
ACU 85 % =7 % 78% 92%
FCU 76 % =19 % 57% 95%

Table VIII : 99%-Confidence intervals for the neural network classifter

In words. with a prebability of 95%, the ACU classifier's performance (correct classification rate) is between 8(% and

90%. Since we are dealing with an application in which the reliability of the system is especially important, it's best to

use the lower bound — 80% for the 95% confidence interval — to specify the expected performance of the system so as to

prevent too hiph expectations in the medical community.

Then. there's the data quality. or rather the amount of noise present in 1the data set. 1t does not directty influence the

confidence interval 1tse!f, burt it 1s sure to be of influence on how representative the classifier system 1s for the real

world situation. Noise 15 present in three stages of the collection of data:

1. Physicai noise in the recording: ambient sounds froms the hospitzl room. tape deck wowdéflutter, humming sounds

as a resuli of poor groundwinng.

Neise in the measurement of features in the sound: imperfections in the frequency and voicedness measurement
algorithms, hmited sampling rate, hmited dvnamic range.

3. Noisen the class information: however unbikeiy. a phvsician mav have established a fauity diagnose.

It wouid be reasonable 10 assume that the responsibie physicians have checked their diagnosis tater on, thereby virtually

excluding the possibility of faults resufting moa 0%y nowse level in the ciass information. Even then however. the first

w0 nolse components cannot be determined. or even be reasonably estimated. at this tme. Especially the imperfections

of the frequency esumanion aigorithm pose a threshotd in the rehability of the total svstem. Although 1t is known that, in

|8}

general, LPC-pased puteh determimanons vield performances of more or less 5% correct determinauon [OSHO0], this
only goes tor adult speech. which 1s. from the anaivs:s viewpoint. less intricate than infant crving.

CONCLUSIONS

As can be seen trom the results in the previous section the classification svstem thar was devised 1s capable of
arstinguishing between normal and abnormai cases with up te 8% Yo accuracy Given the confidence interval {= 5% on
the 95% contidence level). this result can be regarded as stausticaliv significant. Henee 15 possible to improve the
classificauon ot newborn infant™s cryv inte normal and abnormal {CNS damage) by using an ensembie of Radial Basis
Neural Networks

lt1s mteresting 10 see that. as compared to previous investigations 1 classificatien of hypoxia-related infant cries,
especiatly the newiy depioved teatures such as voicedness, energy and latency are most enticai tor reaching this
classtfication rate 1t 1» assumed that those teatures. coupied with the deplovment of kernel-based neural networks for
both feature sclection and classificatton, made 1t possible to get 1o the aforementioned classification rate.

Regarding the two data sets {(FCU and ACU). we note that using all recorded cry units seems to work better than using
Just the first cry units of each crv episede. 1ris difficuit to sav however whether tais should be contributed to a very
small amount of decrease 1n informauen i the non-first ery units (as opposed to a severe decrease 1n informatien), or to
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a rather severe consequence of the size of the FCU data set. It is recommended to keep the options open at this nime,
e.g.. to continue the investigation keeping both sets in mind.

The classification rates should be approached with caution, however. As discussed, the 80% is the lower bound of the
confidence interval for the results of the classification are based on a small data set and the assumption of noise-free
data. We are pretty sure however that the data is nof noise-free, and therefore conclusions about how the classification
is made by the system may not reflect real-world interdependencies. It should therefore be stressed that the results from
this investigation are not to be taken any other than ‘preliminary’.

In conclusion. the results that were found are encouraging in the sense that a statistically significant relationship was
found. The feature selection and classification methods developed iu this investigation can be a sound basis for
continuation. Further research should divert its attention to the (frequency) measurement and noise issues and to the
data availability issues.
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ABSTRACT: The prevention, diagnosis and therapy of periodontal Jiseases are relevant aspects of dental care.
Calculus 15 a mineralised biomass with porous microstructure which harbours bacterial plaque and causes inflammation
of the supporting structures of teeth {periodontium), The very hard substarce calculus can only be removed during a
professional cleaning. Therapy consists therefore in a careful professional removal of the subgingival bacterial and
calculus accumutations from the crown and root surfaces of the reeth and below the gumline. Potential risks arise during
the therapy becanse either some root surfaces may be damaged by excesstve treatment (overtreatment) or some calculus
may be left on place (undertreatment. The objective is to integrate a verification tool. which can classify the kind of the
solicited dental surface, into the therapy instrument, the ultrasonic scaler. Automated detection of hard substances
{enamei, cement, dentin) and hidden calculus 1s theoretically feasible, since they differ with respect to elasticity,
density. hardness and surface properties. The surface recognition Jeasibitity relies on s the analysis of the i1 pulse
response: if opportunely sohicited. different surfaces show different impulse responses. The problem which has to been
solved is that the vibrauonal signal which is the basis of the feature extraction algorithm depends not onlv on the
surface. but depends strongly from the user handling. The signal pre- processing has to consider these changing
environmental effects because otherwise the classification accuracy increases significantly.

KEYWORDS: Pattern recognition. feature extraction and selection. dental device, subgingival calculus

1. INDRODUCTION

Although many ignore, prevention, dlagnosis and therapy of periodontal diseases are relevant aspecis of dental care. In
the United States more than one in three people over age 30 have a form of periodontal disease that has advanced
bevond gingivits and penodontal disease together with dental decay are the primary causes of adult tooth loss. Recent
researchk has even found a relanonship beiween periodontal infection and more senous health problems, such as
cardiovascular diseases. diabetes. respiratony diseases and premature births’

Figure | presents a front view of a two rooted tooth detaithng some substances in the root region: dentin and cement.
Some pathological processes are also shown. gingiva recession and deposits of plaque and subgingival calculus.
Calcutus. also known as concrement. 1s a muncralised biomass witi porous microstructure which harbours bacterial
plague and causes inflammation of the supporting structures of tecth periodontium;. namely gimgiva, periodontal
ligameni. cement and alveolar bone.

Hf plague 15 not removed, it tarns into calcuivs mn less than two davs. The very hard substance calculus can only be
removed during a professional cleaning. Therapy consists therefore 1n a careful professional removal of the subgingival
bacterial and calculus accumulations from the crown and root surfaces of the teeth and below the gumline (“Clean 1t

' Destructive Periodontal Diseases n Adult 30 vears of Age and older in the United states. 1988-1994 Journal of
Pertodoniofogy, January 1969,13-29,
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all™). This technique is known as “scaling and root planing” (Figure 2). Scaling therapy is performed using oscillating
mstruments such as ultrasonic driven scalers. -

Potential risks arise during the therapy because either some sound root surfaces may be damaged by excessive treatment
(overtreatment) or some calculus may be left on place findertreatinent). Nowadays, to prove whether a suffictent
quantity of calculus has been removed, a verification phase by means of a mechanical probe is performed. If not, a
further treatment session is newly started. It would be practical if verification and treatment could be done with the
same instrument and if the instrument itself could help in recognisiug hidden concrement deposits during verification.
The objective is to integrate a verification tool, which can classify the kind of the solicited dental surface. into the
therapy instrument, the ultrasonic scaler [KRM97].

cemen

dentin

Figure 2: Scaling therapy. Rough root surfaces are cleaned and smoothed.

2. PRINCIPLES OF AUTOMATED SURFACE RECOGNITION

Autemnated detection of hard substances cenamel. cement. dentin) and hidden cateulus 15 theoretically feasible, since
thev difter with respect to elasticity. density. hardness and surface properues. The surface recognition feasibility relies
on 1s the analysis of the impulse response: if opportunely solicited. different surfaces show different impuise responses
(Ultrasanic Contaci Impedance Principie).

The system includes the scaler used both as actor and sensor, an exciting subsystem and a recording system (Figure 3)
{SKBOU] . The working principle of ultrasonic scalers used as sensors 15 innovative and tehies on the application of the
converse prezoelectric effect. The excitation svsiem produces the puise train and the high voltage: squared voltage
pulses with an amphitude of 200V and a puise duration of 107 to 107 sec excite the prezosystemn 2t ca. 10 umes/sec. The
surface response to this sumulus induces a mechanical deformation of the prezoceramic which is transferred back to the
recording system. The recarding system filters the gh voltage and prepares the signal for further processing.
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Figure 3: Measuring syste'n blocks

A measuring session can be described as foliows. An experienced operator places the tip of a commercially avatlable
ultrasonic scaler on the tooth, and the system as a whole is stimulated to oscillate. The surface specific patterh of
oscillation 1s measured during this time by re-transmitting oscillations to the piezoceramic system.

3 DENTASOFT DESIGN ISSUES

3.1 GENERAL DESCRIPTION

Although the short excitation impulse stimulates the global system to oscillations in the upper kHz range. the difference
among various surfaces is hardly visible in time signals. Visual znalvsis of power spcctra: demonstrates that signals
differ in few frequencies. while wide frequency ranges possess almost identical magnitudes (Figure 4). Figure 5 shows a
zoom of the power spectra in the frequency range between 76 and 84 kHz. In spite of the considerabie variations in the
amplitude values the use of derived feature like the gradient in selected frequency bands could improve the partition
between both classes (Figure 11). The classificanon task could not be soived by taking as features those amplitudes
where a shight difference between the two ciasses 1s rernarkabie. As it can be conveniently iltustrated by sampie piotting
in two dimensional feature maps (Figure 6). “clouds™ due 1o scattering between samples of the two classes consistently
overlap. thus not ailowing the definition of a decision boundary.
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Figure 4: Root and concrement frequency spectra atter pre-processing

il
“ Power spectra are FFT magnitudes of the time signals. Phase informanon 1s neglected.
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Figure 6 Task complexity in the feature map: clouds overlap even if visually diserimunating features are chosen.

All this metivates the design of a principted classification strategy in the form of Denrasoft. s software digital signal
processor based on soft compunng techniques (neural networks. evolutionary strategies) and able to recognise hidden
dental surfaces and deposits (e.g. root and concrement}. The pattern recognition system should take as inputs the sighals
recorded by the uitrasonic scaler and should ontput the code corresponding 1o the surface which has been solicited.
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Dental surfaces are described by means of their impulse responses (patterns); patterns are described using the following
characteristics: frequency features (=sampies of power spectra) as primary features, time signals and parameters
calcuiated from time signals as secondary features.

oo

. . Preprocessing Clossificats
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Figure 7: Software signal processor tor demal surface pattern recognition.

To enhance flexibility and reusability, Dentasofr has been divided in three main bilocks: two pre-processing moduies
and the acrual pattern recogniser {Figure 7).

Pre-processing module I takes as inputs the information recorded by the ultrasound scaler and gives as outputs primary
and secondary feature vectors. It accompilishes all preclaborations not ccncerned with a specific classification system:
impulse response extraction, time feature > definition, FFT calculation, general class encoding (e.g. class "1" for root and
ciass "2" for concrement).

Pre-processing module I 1akes the outputs of pre-processing modui: [ and prepares input feature vectors for the
ciassification system. Facilities provided by the pre-processing module [1 include the averaging of all examples of a
class {e.g. to evaluate the mfluence of scattering between samples). the frequency adaptation {a different frequency
resolution may be obtained by averaging neighbour frequency sampics}d. the noise reduction ffeatures with minor
ampiitudes mav be eliminated). the signal filtering (frequency bands where influences of the measuring systems are
more relevant than the difference between the classes can be a priori eliminated)” and the integration of ume features®.
The classification system itself is also split tnto a feature extractor (an evolutionary strategy performing the task of
extracting the most discriminant feature combinations ) and a classificator (impiemented using a neural network).

wirappst pattem clamficavon watem |

Classaficatie Evolutionary scarch

arignled :
Preprocessed NN

signals

l lasaificator
tealune Extragtet

Figure 8 An overall concept ror dimensionainy reduction and classificanion.
The objective of finding a combination of features well suited for a given ciassifier 1s pursued according 1o the wrapper

approach (Figure &). This means that the performance of the feature set s assessed using the chosen ciassification
algorithm. so that the applied optimising criteria are directly selated 10 the classifier. Consequently, the error critena

* Time signais are filtered. if frequency bands are known not 1o be significant.

* Results achieved with different frequency resolutions chosen by trial and error support the final choice of the most
appropriate frequency resolution. This can be considered as an elementary feature reduction procedure inglobated in the
pre-processing stages.

: Windowng 15 done to speed up the process of feature extraction. It may also follow the genetic search used as signal
processing tool 1f, observing the search resuits. bands are found where the two classes do not differ.

® It is necessary to know their position in the vector because time features are 1wt allowed to be modified by operators.
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used for driving the learning phase of the network are the same ones building the fitness function associated to each
evaluated feature combination. The reference neural network structure consists in a Multi Layer Pereeptron tramned by
means of the Backpropagation training aigorithm modified with momentum [Pao89]. The complexity of the net
structure has been determined by trial and error. reaching the final form of a two layered MLP with 6 logistic neurons in
the first hidden layer and 3 in the second one,

3.2 A MULTI-TASKING EVOLUTIONARY SEARCH IN THE FEATURE SPACE

The reduction of feature vector dimensionality aiming at excluaing irrelevant and redundant feawres (feature
extraction) may be accomplished either by selecting some of the existing features {selection) or creating new ones
(creation). Dentaso/ft performs both techniques in parallel, in 2 mutual proportion which is flexible but fixed during the
learning process. Feature selection is randomly performed, while new features are created transforming original features
by a set of non-linear pre-operators (such as log, exp, ~2) and taen combining them by simple binary arithmetic '
operations (such as +.-,*./) or using step and derivative appronxirnations.7 Objective of such a feature extraction
technigue is twofold: finding useful projecting feature planes where clouds of features can be more easily separated, but
also discovering reiationships between non-neighbour frequency ampiitudes. o
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Figure 9: Evolutionary search block scheme.

The search in the feature space 15 based on an evolutionary strategy using an cvaluation function measuring the
classification accuracy and the average sysiem error as feedback to guide the search. The best feature subset found is
then output as the recommended set of features to be used 1n the final design step of the classification system. Genetic
operators. such as mutation, have been designed regarding the individuum representation 1n order to enhance the search

83



efficiency and to prevent it from being trapped in local minima, Figure 9 illustrates how the search finds best feature
combinations starting from a random population. .

33 TEST RESULTS -

In order to obtain a robust and effective classification system and ic make optimisations more likely to work well also if
applied to real data, Dentasoft has been firstly tested on a classifica.ion task reproducing the real one in a simplified
way. Two power spectra have been simuiated by means of 100 features. Features are noisy values between 0 and I,
except for 2 ranges where amplitudes up to 4 are generated at one and two third of the total range. The two classes
differ from the derivative with which the amplitude values grow to reach peaks of 3.5-4 Volts. Class | has derivatives
around 2-2.5 in both ranges while class 2 has either low values in both regions or low derivatives around the two-third
region and high values in the other one { Figure 10). Then only combinations of 4 seclected features or combinations of 2
newly created features including the operator "derivative” aliow a 100% separation between the classes (Figure 7).
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Figure 10: Test session by means of simulated data (100 features).

Dentasofi has o good performance as it finds a set of combinations which obtain a reclassification rate of 1.0 for train.
test and recall sets

LT 1
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Figure 11: Clouds migrate in oppos:te directions if the right operators and feature combinations are chosen.

Dentasoft has also been tested with real data. Approximately 3700 measurements has been taken using ca. 70 fresh
extracted teeth conserved in a cool NaCl solution. Tests with real data reached promusing reclassification rates (0.95 for
traia data and U.90 for test data). During real tests. subtraction and non hinear operators such as derivative and division
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seemed to be more effective than others and particularly derivatives in frequency regions near to the peaks seemed to be
useful to discriminate between the classes. Combinations of newly craated features contained also features ving where

no difference in the spectra is visible, probably thanks to the discovering of hidden relationships between non neighbour
feamires.

4. CONCLUSION

The objective of the present study was the design of an unconventional, soft computing based classification system. The
ultimate purpose of such a system was to be combined with an ultrasonic scaler for automated detection of different
tooth substances. The experimental results obtained during test with simulated data demonstrated that the presented
strategy 1s reliable and that classification-oriented modifications are worth considering, as they seemed to improve the
efficiency of the classificator in discriminating between good and bad combinations of features. Experimental results
obtained during test with real data were meant to assess the diagnostic ability of the system and showed promising
results in exploiting unconventional technigues of feature construction by means of operators. In comparison with other
approaches. the reported experiments showed an improvement in using a0on linear and derivative operators.

Foreseeable improvements and extensions may concern alternative neural network specifications (encoding, activation
functions. training algorithm) and study of the influence of random processes on results. On the whole, the very
promising resulits of this work state that investigation of unexplored techniques for feature extraction and classification
is an exciting subject. which offers concrete possibilities for the implementation of new diagnostic and therapeutic
instruments - particulariy {but not exclusively) in periodontology practice.
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ABSTRACT: This paper presents our attempt to automatically define feedforward neural networks using genetic
programming. Neural networks have been recognized as powerful approximation and classification tools. On the other
hand, the genetic programming has been used effectively for the production of intelligent systems, such as the neural
networks. In order to reduce the search space and guide the scarch process we employ grammar restrictions 1o the
genetic prozramming population individuals. To implement these restrictions, we selected to apply a context-free
grammar, such as a BNF grammar. The proposed grammar extends developments of cellular encoding, inherits present
advances and manages to express arbitrarily large and connected neural networks. Our implementation uses parameter
passing by reference in order 1o emulate the parallel processing of neural networks into the genetic programming tree
individuals. The svstem 15 tested in two real-world domains denoting its potential future use.

KEYWORDS: genetic programming. context free grammars. cellular encoding. neurat networks, thyroid. Pima Indians
diabetes

INTRODUCTION

Genettc Programming has been proved nowadavs as a flexible methodology and a valuable toot in data mining {1]. The
prime advantage of genetic programming over genetic algorithms, is the ability to construct functional trees of variable
length. This properts enables the search for verv complex solutioas. These candidate solutions, in standard genetic
programmung. are usually 1n the form of a mathematical formuia. This approach 1s commonly known as symbolic
regression process. Later paradigms extended this concept to calculate any beooiean or programming expression. Thus,
complex wntelhizent siructures. such as fuzzv rufe-based svstems or decision trees have already been used as the
desirable ntennon in genetic programnung approaches [2.3.4.5]. The main qualificauon of this solving procedure s
that the feature seiccuon. and the system configuration. derive in the searching process and do not require any human
mvolvemen: Moreover. genctic programaung. by inhenting the genetic algonthms' stochastic search properties, does
not use Joca. searelr -rather uses the Avperplane search-. and so avolds driving the solution 10 any local mimmum. The
potential paim 0! an automated feature selecuon and system configuranon s obvious: no prior knowledge 1s required
and. furthermore. not ary human experise v needed to construct an mielligent svstem  Nevertheless. the task of
mmplementunyg complex intelligent structures into geaetic programming functional sets mn not rather straightforward. The
furction sci tha! composes an intelligen: system retains a specific tuerarchy that must be traced 1n the GP tree
permussible structures. Thes wriing offers two advantages. Frrst, the search process avoids candidate solutions that are
meaningless or. at least. obscure. Second. the search space 15 reduced significantly among only valid sojutions. Thus, a
genohype - a pointn the scarch space- corresponds slways 0 a phenonvpe - a point n the sotution space. This approach
-known as lewa! searchspace handfing method [6)- 15 apphed in this work vsing & context-free grammar. Impiementing
constrainis using a grammar can be the most natural way to express a tamily of allowable architectures. While each
intelligent svstem -such as a fuzzy svsiem- has a functional equivalent -by mcans of being composed by smaller,
elementans tunctions-. what defines and disunguishes this systen, 15 1ts grammar.  Aithough mapping decision trees or
fuzzy rule-based svstems 1o specific grammars can be reiatively easilv implemented. the execution of massively parallel
processing tniclligent systems -such as the ncural networks- 1s not forthright In order to cxplore varable sized
solutions. usualiy a kind of mdirect encoding 1s applied. The most common one 1s the cefluiar encoding [7] in which a
genotype can be reahized s a descriptive phenotype for the desired solution. More specifically, within such a function
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set, there are elementary functicns that modify the system architecture together with functions that calculate tuning
variables. Current implementations include encoding for feedforward and Kohonen neural networks [7,14] and fuzzy
Petri-nets [8]. In his original work, Gruau also used a context-free grammar - a BNF' grammar- to encode indirectly the
neural networks. On the other hand, in [8} a logic grammar - a context-sensitive one- is adapted to encode fuzzy Petri-
nets. In our work. we show that as long as the depth-first execution of the program nodes of a GP tree is ensured -which
is the default-, a context-free grammar such as a BNF grammar is adequate for expressing neural networks. Gruau's
original work has been faced some skepticism [9] on the ability to express arbitrarily connected networks. Later
developments [10] seem 1o offer less restrictive grammar, though the cut function” still maintained bounded effect. In
our approach, we inherit present grammar advances proposed in [8] in his logic grammar for fuzzy Petri-nets and we
suggest a BNF grammar for neural networks that is more descriptive than previous works. In the next section we
present the design and the implementation of our system. The section that follows the design paragraph covers the
results and our discussion in two real-world data sets: the Pima Indians diabetes data and the thyroid data. Finally, our
conclusions are drawn in the last section as well as our suggestions for further research.

DESIGN AND IMPLEMENTATION

In order to incorporate the architecture of feedforward neural networks into genetic programming one has to decide
whether he will use direct or mdirect enceding. Direct encoding, although it describes fixed sized neural networks
effectively, in meost problem cases is inefficient while the a-prior. knowledge of the neural network’s best architecture is
not available. Thus. it seems normal to prefer a leaming process that uses variable sized neural networks such as cellular
encoding, a variation of indirect encoding. Our work is consisted of the application of a BNF grammar to encede
indirectly variable length feedforward neural networks. The idea behind cellular encoding is that each individual
program in the popuiation is a specification for developing a qeural network. As it can be seen from Figure /. to
implement neural networks we consider three types of places. First, inpur places, such as N, and N, associated with the
system input values duning run. Second, intermediate places, such as N; and N,. and third, output places, such as N-<
that represents the system outputs. The structure of a neural nerwork for a particular problem must be restricted, in
terms that if the problem requires a binary classification. then the network will have only two output places. The final
output can foliow the winner-rakes-alf concept -the output with the larger value is assumed as the system's output. Table
{ presents the manipulating funcuions. Manipulating functions initialize the inputs and/or insert additional places into the
developing network. These funcuions are classified into two types, since there are two types of modifiable places, the
mput places and the intermediate places.

N, N

N- N
Figure |. A simple fecdforward neural network

Table [. Mamipulaunge functions

Name  Descriplion Number of arguments
Input place spl Sequenuai division 3

pp! Paralle! division 2

n initialize the vaiue |
Intermediate place  sp2 Sequenual division 3

pp2 Parallel division 3

stop Terminate the modificabon ]

Ink Maodity svnapse (link) 4

act Activate 0

The implementation of a paraliel processing svstem -such as neural networks- 1n a tree like the GP-tree that is executed
depth-firs:. reguires special handling of vanables i order to emulate a breadth-first execution and strmulate the parallel

' BNF: Backus-Naur-Form
* for the definition of the cur function see the paragraphs that follow.
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processing. Thus we selected to apply to all functions a parameter rassing by reference for two variables: a parameter
array () and a parameter value V. The array ( keeps synapse values amd the value ¥ mostiy handles activation results. In
our implementation the paraliel execution of each individual is ensured, by the proper handling of these vanables. In
order to avoid confusion, we should define explicitly the meaning of the argumenis shown in Tabie /. These arguments
correspond to the permissible children a parent GP-node may have in a GP tree. On the other hand, the array O and the
variable V, correspond to the internal implementation of the neural network's elementary functions into the GP tree and
they enable variable sharing throughout an individual's execution, that is needed to simulate the parallel processing. In
the following paragraphs, a short presentation is given for each of the functions together with an explanation of the
tmpiementation. Each function calls its arguments, passing the array () and the variable V' by reference, unless otherwise
stated. For example, function pp? creates copies of the {input} array ¢ before passing them to its argurmnents.

The sp/ function takes three arguments. The first and the third argument can be pp/ or sp/ (or in) functions. The
second argument is a weight value. 1t calls sequentially the three arguments. Its application to the developing
neural network is to add sequentially a node next to the node that is applied. .
The pp! function has two arguments. They can be pplor sp! (or in} functions. It feeds the arguments with copies
of the array Q. It then saves the concatenation of them to array . It does not affect explicitly the variable V. Its
modification to the developing neural network is te create 2 1ode in parallel to the node that is applied.

The in funcuon has one argument. This argument is one of the network nputs, It initializes the array & and the
variable I 1o this value.

The sp2 function has three arguments. The first and the third argument can be pp2 or sp2 (or stop) functions. The
second argument 1s a weight number. [t calls sequentially the three arguments. lts application to the developing
neural network is to add sequentially a node next 1o the node that is applied similar to spJ.

The pp? function takes three arguments. The first and the third arpument can be pp? or sp2 (or stop) functions.
The second argument can be a Ink or an acr function. It feeds the three arguments with copies of the array Q. It
then saves the concatenation of the first and the third argument to amray Q. It does not affect explicitly the
variabie 1 Iis modification to the developing neural networl; is to create a node in parallel 1o the node that is
applied. similar o pp/.

The siop function takes one argument. This argument is a bias number. It adds the bias number to the value I’
and performs hyperboiic tangent activation. The result is saved to variable V. The array { is also initialized with
the value V-

The ink function takes four arguments. The first argument is a number that calculates the number of the synapse
to be processed. The number derives by the apphcation of the formula Z mod N. where Z is the number of
exisung svnapses (kept n array @) and A s the vaiue of the argument. The second argument is a weights number
and updates the weight of the selected synapse. The third argument is a cur number and cuis the selected synapse
if and only if the cut value 15 1 and the number of mputs 1o this place 15 greater than 1. The fourth argument can
be agamn a /nk function or an act function.

The acr function summarizes the elements (svnapse inputs) 1 the array { and returns the result to 17 It takes no
arguments

Table [1. BNF grammar for the neural network

Svmboi Ruic
~CLAUSE - = ANNG
S ANN - 1= PROG < PROG -
<PROCG - =~ PLACEY » <WT »
<PLACEL~ =8P1<PLACE!I> «WT.- “PLACEZ -
CPRE<PLACED = <PLACE! -
. I\ .
<IN - = ATTR -
<WT - s=hoat -l
<PLACE2 - 1= SP2 «PLACE2 " =WT -~ <PLACLED -
PP2 < PLACE2~- SYNAPSE » “PLACE2"
CRTOR -
“<STOP - 1= - HB{AS -
<SYNAPSE.- = oLNK - oALlT -
<BIAS» 2= floatn [-§.1]
<LNK.- ELNK ONUMe WT - <CUT » «8YNAPSE S
<ACT= =ACT
<NUM= s=integeran [1.236)
<CUT> s=integer in [0
<ATTR =~ ::=data attnbute (svsiem mnputi

As seen from the previous. there are additional functions that assist the selecuon of a number inte a given range and a
given precision. These functions are presented below.
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The weight number function returns a float in the range [-1,1] with a precision of 0.00390625. The bias number
function returns a float in the range [-1,1] with a precision of 0.000244140625. The cut number. function returns an
integer from the set {0,1}. The number function returns an integer in the range [1,256]. The selection of the precision
for the weight number and the bias number is similar to the existing literature {10]. The BNF grammar production rules
used for implementing the neural network are summarized in Table II. This example grammar corresponds to a binary
decision neural network - with two independent outputs. A tree starts with the <CLAUSE> symbol. As it can be seen
from the design of this grammar, there is no limit on how many cur functions could be applied in a node. This is an
upgrade from previous implementations - where the number of efiective cur functions was limited - and enables to a
larger set of neural networks to be expressed within the search process.

RESULTS AND DISCUSSION

The model is tested in two data sets from the medical domain. These data sets have been taken unmodified by a

coliection of real-world benchmark problems, the Prober] [11] that has been established for neural networks. Table Hi
shows the problem complexity of these data sets. Each data set is separated into a training set, a validation set and 2 test
set. The training set is consisted of 50% of the data and the res: 50% is divided equally between the validation set and
the test set. During the training phase, the validation set is used to avoid overfitting. For example, a solution which has
better classification score in the training set, is adapted as new best solution if and only if the sum of classification
scores of both training and validation sets is the same or beiter than the best solution's respective score. The genetic
programming parameter setlings are presented in Table IV. For comparison reasons, we selected to keep the same
settings tn both problems.

Table [11. Problem complexity for two real-world benchmarking data sets

Problem Attributes Inputs Classes Examples
continuous discretz

diabetes 8 g 0 2 768

thyroid 21 6 15 3 7200

Table 1V. Genetic Programming Settings

Parameter Setting

Population Size 4000 individuals

GP implementation Steady-state grammar dniven GP
Selection Tournament of 6 with elitist strategy
Maximum number of generations 200

Crossover probability 65%

Mutation probability (overall} 35%

Shrink mutation probability (relative 10 overall) 40%

Node mutation prababihty (relative 1o overall 30%

Number mutation probability (relative to overall)  30%

Maximum size of individual 650 nodes

Function Set and Terminal Set See Table land Te ble if

Fitness function Sum of correct classifications

PIMA INDIANS DIABETES DATA

The first data we apply the system s the Pima Indians diabetes data. 1t is a binarv classification problem. The aim is to
ciagnose whether or not a patient has diabetes. The class probabilities are 65% and 35% for no diabetes and diabetes
correspondingly. The attributes are presented tn Tabfe 1 Although there are not missing values in this data, there are
several senseless zero values that introduce some errors into the dataset. In [12]. a linear genetic programming approach
is applied. and for the same dataset -diaberes/- an average classification score of 76.04% 1s referred for the test set. In
[f1]. this average classification score for \he test set is 75.9% using neural networks trained with RProp [13]. The
solution presented in Appendix, was achieved after 92,000 iterauons (23 generations) and has accuracy 76.96%
{147/191) in the test set. The accuracy in training and validation sets is 83.76% and 70.68% respectively. Although the
results seem very promising, extended experimentation has to be completed in order to obtain average tramning results.
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Table V. Diabetes attributes

Name  Attribute -

Tl Number of times pregnant

T2 Plasma glucose concentration a 2 hours in an oral glucose tolerance test
T3 Diastolic blood pressure {mm Hg)

T4 Triceps skin fold thickness (mm}

T5 2-Hour serum insulin (mu U/ml)

T6 Body mass index (weight in kg/(height in m)?)

T7 Diabetes pedigree function

T8 Age (vears)

THYROID DATA

The second data we selected to apply our model is the thyroid database. The aim is to diagnose overfunction, normal
function, or underfunction of the thyroid. The class probabilities are 5.1%, 92.6% and 2.3% respeciively; entropy is
0.45 bits per example. There are 21 aninbutes, 6 of then: cf contituous value and 15 of them of discrete (0 or 1) value.
A good classifier has to have accuracy better than 92% [11]. The sclution presented in Figure 2 was accomplished after
4,000 iterations (! generation) and has accuracy on the test set 94.44% (1699/1799). The classification score in the
training set and the validation set is 93.8% (3375/3598) and 93.71% (1686/1799) accordingly. As it can be observed,
even verv early results in the search process of this problem, may produce systems with satisfving accuracy. This result
verifies that this data mav be classified adequately by hinear systems [11]. It is seer also, that a relatively small number
of attributes (3 out of 21) are =nough for obtaining such classification accuracy. The same dataset has been used as
benchmarking set in literature. [n [12], the average classification score, using linear genetic programming, reaches, for
the test set. the 98.09%. in [11). a neural network application. using RProp, achieves 97.62% average accuracy on the
test set.

ANN

PRCS
DRCT

I -0.601563

. 0.60156 o

N -0.993164 7
“ : ‘ T \2 e Qus =# max(Q,. (2,0,
S sEiles 0980469 -0.824219 »

PROG o

. ' AG.453128

(o

Figure 2. Selution after first generation (4.000 nerationsy: 12y program individual. {(b) network representation.

CONCLUSIONS AND FUTURE WORK

In this work. we presented our approach to the evolutionary development of feedforward neurai networks using genetic
programming  Whilc our intention was to enable arbitrarity large and arbrirariiy connected neural networks, we setected
to implement an mdirect encodmg variation fur the nearal networks, the cellutar encoding. The latter 15 expressed,
within this work, using a BNF grammar that considers current grammar advances found in lierature. Qur
impiementation makes usc of parameter passing by reference among geneuc programmung functions, 1w order to
simulate the parallel processing of neural networks. Two real-world datasets from the medical domain are used to test
the system. These twe databases were preterred since thev are chari ctenised by different type of complexity. The first
set, the Pima [ndians diabetes data, represents a binary classification task and 1s assumed 10 involve noise. The second
set, the thyvrowd data. 15 a classificanon between three classes. 11 has a refauvely large number or records and
ciasstficacton scores found n hierature are ligh. Our first results for the Pima indians diabetes data seem very
promising and highly comparative 1o those found in htcrature. For the second data, the thyroid database, very early
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results are considered good, though they are definitely less accurate than those found in literature, However, more
experimentation has to be accomplished in both domains, in order to secure transparent resuits.

Further research should be accomplished in the testing on different domains. A number of separate runs should be
included for each data in order to attain average classification scores. Moreover, within the same data set testing,
different subsets for the training, validation and test sets should be considered, in order to avoid any data selection bias.
On the other hand, the system should be tested with various genetic programming parameter settings. A comparison
with neural networks derived by context-sensitive grammars [14]) could present valuable results. Finally, a comparison
with other genetic programming-derived intelligent systems -such as fuzzy rule-based systems and decision trees- could
offer a clear view on the efficiency of this approach among similar ones.
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Figure 3. Neural network description for the diabetes data.
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Abstract

Monitoring glaucoma-related changes within the eve statue of a patient requires the following steps: a) to
decide whether the patient’s ophthalmic data set is indizative of critical or suspicious situations by way of
differential diagnosis. and b) detect changes in the status over time. A knowledge base founded on an artifi-
cial neuronal network and a set of fuzzy control rules was defined in order to aid in differential diagnosis in
thie setting. The fuzzy control rules were implemented using an extended Arden Syntax, and are currently
being used in a glaucoma monitoring telemedicine project.

KEYWORDS: Arden Svntax for Medical Logic Svstems. medical expert svstems, knowledge representa-
tion. fuzzy logic, glaucoma classifier. telemedicine

Introduction

According to the World Health Organization. glaucoma is one of the three major causes for blindness worldwide
[1]. Early detection of glaucomatous changes in the eve status may help in the prevention of a significant
risk factor. This purpose can be achieved by measuring the ophthalmic parameters of a patient, which are
monitered by an expert svstem that classifies the data sets and generates alerts when registering data that
indicate a suspicious or critical status of the eve.

One meuns of classifving the eve status of a patient js to monitor the intraocular pressure (IOP), which is
frequently elevated in patients with glaucoma. as the ability of the eve to dram the intraocular fluid is reduced.
Whenever the current [OP value exceeds & threshold value (the normal eve maintains an iuternal pressure of
12 to 22 mun of mercury ;. such a svatem woukd 1ssue a warning. However. a more sopliisticated classifier would
include additional parameters i the classification process.

Structure of the classifier

It recent work. a knowledge base for suchi an extended classifier was defined ou the basis of an artificial neuronal
network : ANN and a tuzzy rule set {FRS: 12 The ANNs generate a classification of perimetry data sets, which
is then used as one mput source for the FRS during the monitoring process.

Perimerrs data descnibe the status of the visual fHeld of the patient and are measured by perimeter devices that
detect the o~ of hght sensitivity ar various stimuius points o the retina. As the patient presses a response
button to report whether or not he sees a stinulus. the results are subjective and generallv uncertain. The
ANNs that classifv perimetry data were tramed with training sets defined by four medical experts.

Further 1nput values for the FRS are estimations of papilla description parameters. These are measured by
observing the papilia during an eve examination. and consist of the cup-disc-ratio {CDR). the location of the
excavation. and the difference between the CDR values of the two eves. Whereas the CDR and the difference
are givei: as real numbers, the location 1s given in linguistic terms such as “central’. "inferior’. or “superior’.

The lasi parameter that 15 used as input for the FRS is the intraocular pressure. This value is measured in
constant tune ranges. such as daily or weeklv. The remaining parameters are measured otce or twice a year at
the beginmmnng of a monitoring period. and are stored in the data base. Thus, perimetric ciassification by the
ANNs i~ done after each new measurement. whereas the fuzzy rules have to be evaluated each time the IOP is
measured.
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Fuzzy production rules

The rule sets used for the classification of glaucoma are structured in a similar way as fuzzy control rule sets.
Such a set usually consists of one or more linguistic variables as input values, a set of production rules. and one
or more linguistic variables as output values {see figure 1).

Linguistic input variables Set of production rules Linguistic output variables
-
p(e]
if then
var; . Varn VBT put #(W) tcrmg
\ . . , term{ termf term§ termy
X term, term, termy
: term; term;  term§
i) * o
4 o~ n : : :
b vernt N teren " term! term{  term3 VAT out . J
o
var,
9 |

Figure 1 Structure of fuzzv control rule sets

A linguistic variable defines characteristics (values) of an abstract concept, such as ‘normal’ or ‘increased’
intraocular pressure. Mathemarically, a linguistic variable can be defined by the quintuple

Ve = {X.T.Q.G. L) (1)

where X iz the name of the variable. T a set of terms representing the values of X, {} the universe of discourse.
G a set of svutactical rules which generate T, and. finally. BB a set of semantic rules which define the litguistic
discretization of 2.

For example. intraccular pressure may be defined as X = IQP, T = {normal, increased}. and §1 = [0, 7G}!. The
Huguistic discretization I3 is defined by two fuzzy sets. whicl: dehine the relationship of ¢t € T to §2 (figure 2). A
fuzzy set = characterized by a compatibility function which defines the degree of compatibilitv of w € 2 to a
terus: 4 degree of 0.0 indicates no compatibility whether a degree of 1.0 indicates full compatibility [3;.

RTINTIEN - mereaned

FRY)

Figure 20 Lingaistic variable 10D hntraocular pressure:

Fuzzy rule inference

Before « nneric value can be used a~ mput for a produetion rule. it Las to be represented by a linguistic
variable  Usualiy. for every term ¢ € 7 the degree of compauinlity to a given nuierical vaiue is determined by
applving the value to the corresponding fuzzy set. This step s known as the fuzzificetion of the input value.
Based on the luzzy sets defined in the last examnpie and a numeric mput value of o« = 2150 the huguistic variabie
TOP™ has tise value norial” by a degree of U.2% and the value ‘creased’” by a degree of (.72

As the next siep the, input variable 1s used by the set of production rules as condition on the left side. Everv rule
consists of a condition and a conciusion. The conditional expression can be made from one or more comparisons
of a linguwistic variable and a linguistic value. If the condition consists of more thar one comparison, they may
be combined using logical operators such as "and”. “or”, and not”.

o this example. G is not defined separately
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The conclusion usualiy consists of one or more assignments of a value to a linguistic variable. The degree of
truth of the condition determines its degree of validity. If the conditional expression is only partially fulfilled.
the output variable also partially set to the value.

Thus. a resulting linguistic variable may have one or more values, each by a certain degree. As the result of
the glaucoma classifier represents different characteristics of a diagnosis (‘normal’, ‘pathological’, ‘suspicious’.
or ‘glaucomatous’), it can be communicated in textual form as & description of the single values.

A more detailed introduction to fuzzy set theory and fuzzy control can be found in the literature [3j.

Fuzzy Arden

The knowledge base of the FRS is represented by an extended version of the Arden Syntax for Medical Logic
Systems. The Arden Syntax is a standard for the representation of medical knowledge and is maintained
by the Health Level Seven (HLT} organization [4]. An Arden Syntax knowledge base consist of individual.
independent rules known as Medical Logic Modules (MLMs). Each MLM is structured by three categories that
contain entries (“siots”). They provide information about the author and the status (“maintenance™ category),
explanatory information. links to external knowledge sorces (“library” category), and the necessary decision
logic (“knowledge™ category). In particular, the last category inciudes information about data base access
(“data” slot}. separated from information about the decision making process (“logic™ slot}.

In recent work. we defined extensions that can be used to represent fuzzy truth values and to mode! fuzzily
defined conditions [3{. Further extensions allow the definition of linguistic variables as Arden Syntax MLMs [6}.
Such an MLAI provides in the knowledge category, instead of a decision logic, the name of the variable, the
values. the fuzzy sets that define them. and some additional information such as the universe of discourse or
optional data sources for the fuzzification of the variable.

Linguistic variable MLMs are referenced by other MLMs in the data slot. The reference statement can be used
to define whether the variable is meant to be an input variable and whether it has to be initialized (fuzzified).
The variable may be used in the decisiou slot, for instance within linguistic conditional expressions.

Technical structure of the monitoring application

The Arden Syvintax knowledge base is used by a Java based Arden Syntax rules engine that is connected to
the Stemens MedStage? commmunication platforin. Patients participating in the monitoring program have to
measure their IOP at home using a tonometric device with an attaclied commmunication unit. This unit stores
the measured values as well as the time stamps and conununicate them to the MedStage server. where the
values are stered i1 the data base. Data base triggers fire an event that is communicated to the rules engine.
The rules engine evokes an Arden Svntax ML that reads the new IOP values as well as all other needed input
values and evokes the fuzzy rules. Finallv, a message is generated and communicated by the message server.

Methods

The fuzzy rules set was initially modelled by using the FuzeyTech® software. which is a commercial tool for the
definition and evaluation of fuzzy control rule sets The knowiedge base can he saved as an ASCII text filein a
proprietary furmat and can additionally be converted mteo a program code, such as a Java class file. which may
then be direetly used by a software application

Using the program code representation of tie FRS would imply linking the code directly to the program. which
therefore would have to be recompiled every time the rules are altered. A more flexibie wav to implement tie
rules is to use the Arden Syvntax rules engine. We generated a set of Arden Syntax MLAs. which represent the
FRS. and used them for the glaucoma monitoring progran:.

The FuzzyTech file format is based on a structured text format. We created a parser based on JLex?/Jay?,
which directly generates MLMs frow a FuzzyTech project file. The parser has generated a total of 28 MLMs.

Linguistic variables are represented by 17 MLMs, including seven input variables, one overall output variable,
and nine intermediate variables. Each set of production rules is represented by its own MLAIL in all there are

Zhtep:/ swww.medstage.com

Shttp:/ /www.luzzvtech.com
4http://www.cs.princeton.edu/ appel/modernjava/Jlex
Shttp://www.informatik.uni-osnabrueck.de/bernd /jay
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11 production rules MLMs. Although the MLMs were crested automatically by the parser. some linguistic
variabie MLMs had to be modified and two additional conrrol MLMs had to be written. One such linguistic
input variable is shown in figure 3. :

maintenance:
title: linguistic variable IOP;;
wmlmname: LV_IQP;;
arden: Version 2flv;;
version: 1.0;;
institution: Siemens Medical Solutions;;
auther: Sven Tiffe;;
spacialist: ;;
date: 2002-01-03;;
validation: testing;;

library:

purpose: This linguistic variable represents an input value of
the TOSCA glaucoma classificatien rules.
It is used as input by the rule blocks: RB2, RB3, RB4.;;

explanation: ;;

keywords: ;;

citations: ;;

links: ;;

knowledge:
type: linguistic variable;;
values: ‘normal’, ‘’increased’;;
input: read { %event.iop:date’ };;
range: 0.0, 70.0;;
unizt: 'mmHg’;;

sets:
‘pormal’ := limear{{0.0, 1.0), {(20.0, 1.0}, (22.0, 0.0}, (70.0, Q.0));
‘increased’ = linear((0.0, 0.0}, (20.0, €.0), (22.0, 1.0}, (70.0, 1.0));;
end:

Fiaure 3. Arden Svniax linguistic variable MLAL 10P

AModificanions of the hngwstie variable MLMs affected the fuzzihcation of the seven iuput variables. As the
FuzzvTect: projeet file does not provide any mformation abouvt data sources for the numerical input values. all
necessary mioriation abont data base queries had to be added o the input slots.

The intermediate hnguistie variables are the result of mtermediate production ruie sets. Thus. the input slot is
already renerated by the parser. as the vanabies siinply reference those MLMs that represent the intermediate
productio: rule sets 1 thetr mput slots. The finad result of the FRS 1= one output variable that is defined
analogous

In an Arden Svitax fuzey contrel knowiedoe base structured ke the presem one. the classifier can be called in
two wavs . naineiv by packward and forward imierencing

The backward inference process s started by referencing the inal ontpur variabic and imtializing it automat-
ically®. Thne variable would then call the production rule MLMs that are referenced im the wput slot. These
MLMs would mmahze their inguistic vanables, whoch woulid have 1o resolve their mput slots. and so on. Those
input variables that are not the result of interninediate rule sets have 1o define a datae base query 1o retrieve the
mitial nunerieal input values

The forward mierence process 1s controlled by an additional MLM that first has to query all required data from
the data hase and mmualize the input vanabies manually by passmg the numerical values as argmnents. Then,
every production rule MLM is evoked with iiput variables as arguments. These MLAs return the intermediate
variable: winch are used as impui variables for the next producuon rules MLAMs. and so on.

®This presumes. that every hnpuistic vanable detimes the imput slot
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As some input parameters had to be prepared before we could use them for the linguistic variables, we used
such additional MLMs for forward inferencing. Each ophthalmic data set is classified twice. first based on values
of the right eve, then based on values of the left eye. If the patient only measured the IOP of one eye. the
contralateral data set is not classified. The result is coded in an XML message, which can be used to generate
a text message.

Results and discussion

Medical aspects

The evaluation of the Arden Syntax classifier was based on the data sets of 31 patients who were considered
suspicious and were selected by a medical expert. The data sets were classified by the FuzzyTech software and
the Arden Syntax-based: the performance of the two systems was identical in terms of results. o

If the intraocular pressure was within the range that is considered to be normal (up to 21 mmHg), the fuzzy
rules correctly classified the data as non-glaucomatnus. The test data comprised 13 such cases: three of them
strongly indicated a pathological state of the eye, whizh however is not giaucomatous.

Further. the test data included 11 cases in which the threshold-based classifier would have generated a serious
warning message due to a significantly increased IOP value. However. only four of them were rated glaucomatous
and three of them were classified as being not very suspicious. Even when the IOP was increased, the perimetry
data were rated to be nearly normal.

The TOP values of the remaining cases were in the range of 21lmmHg to 25mmHg and were rated suspicious to
different degrees. In particular. six cases that were close to the lower threshoid of 21mmHg were rated suspicious
end glaucomatous. and would not have been classified in this manner by a simple IOP threshold classifier.

In summary, perimetry data and CDR parameters may be additionally used to detect glaucoma related changes
in imraocular pressure from other pathological influences cn this parameter. Additional pathological states can
also be detected and communicated to the patients or physicians.

Technical aspects

The fuzey control rule sets of the glaucoma classifier have been successfully represented by an extended version
of the Arden Syvntax. Every linguistic variable and every production rule set has been represented by its own
MLAL Two control MLAIs read data from the data base. initialize the input variabies, and contro] the inference
process. As a result. a textual message that inciudes the results for both eves is generated.

The performance of the Arden Svnrax-based svstem i1s gooe enough to return resuits instantly, even if it requires
a little more time 1o evaluate the data compared to the generated native Java code. This advantage of the
native approach has to compete the flexibility of a svstem based on Arden Svitax in terms of maintaining the
knowledge base and to linking it 1o the runnmng decision support systenm.

Everv time the rules are altered. thev have 1o be nnported or tinked to the svstem. Both representations
had to be modified and individuahzed manuallv. as data base cveries and evocation procedures had to be
implemnenied separatelv. In contrast to the classifier based on a program code. when using Arden Syntax MLMs
ne prograunner was needed to integrate the rules into the system and no program code had to be directly linked
into the mformatoen svstem. In othier words. the knowledge base of a telemedicine svstemn can be dvnamically
modified without stoppig. recompiling. or restarting the soft vare.

The reusability of the rules and linguistic vanables 1= improved I the modular representation in Arden Syntax.
The use of the hnguistic variable MLAMs 15 not innited to this parucuiar classifier or fuzzy control production
rules in general. Common linguistic variables. such as hody temperature or blood pressure. could be used in
fuzzy coentrol rules as well in classic Arden Syvintax rules to improve the readability of the code. by encouraging
the autiior tu use linguistic expressions

However. the general overview of complex fuzzy ruie sets is easier to conprehend wheun a graphical user interface,
such as the one supplied with the FuzzvTecl: software. is use’. Thus. a graphical environment for developing
Arden Svntax MLAIs could not only improve the development of Medical Logic Modules in general, but also
that of complex Arden Svntax-based fuzzy rules in particalar.
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Conclusion

When a large number of patients have to be monitored for glancoma-related changes in their eve status. the
fund of data tends to increase rapidly due to the ongoing measurement of IOP values for each patient. Our
classifier can assist the physician in daily routine by sending alerts in the event of critical or suspicious eve
states in their patients.

The fuzzy rule based classifier has some advantages over a simple classifier that only monitors the IOP and
uses crisp thresholds. Compared to such a classifier, the fuzzy rules classify the data sets more precisely and
are additionally able to detect non-glaucomatous states with an increased IQOP as well as glaucomatous siates
with IOP values close to the normal range. The use of linguistic variables based on the concept of fuzzy sets
and fuzzy production rules avoids unintuitive changes of the classification results of borderline cases.

The explicit representation of knowledge by the Arden Synta:: based rules engine has certain advantages over
systems that represent the knowledge implicitly in their program code. It provides flexibility in terms of adding,
removing. or modifving knowledge without having to modify the system. -

The extension used in this project is currently being discussed with the Arden Syntax Special Interest Group
of HL7.
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ABSTRACT: EEG-signais and EOG-signals of eleven subjects were recorded during an overnight driving simulation
task. By scoring the recorded videos clear microsleep events and clear non-microsleep events were picked out and small
segments of the measured EEG- and EOG-signals before and during the events were analyzed. The spectral densities of
these segments were classified using three methods of Leamning Vector Quantization. Best classification results, up to
91%, were obtained with inclusion of all used EEG and EOG channels.

KEYWORDS: EEG, EOG, Microsleep, Leaming Vector Quantizaticn

INTRODUCTION

Reliable methods to discriminate dozing-off events from continuously rreasured signals of a driver will be an important
mitestone in the development of drowsiness warnming systems. Dozing-off periods are characterized by sudden
intrusions of sieep into wakefulness, lasting for 2 to 30 sec {1}, and cften called as microsleep events (MSE). As pointed
st by several authors, it is very difficult to get a drowsiness measure; for a review see [2). On the other hand,
drowsiness measures are often calenlated on a minute-scale, while signal processing to discriminate MSE has to be on a
scale of seconds. As stated in {2]. the only method that measures continuous fluctuations of sleepiness should be
polvsomnography, mainly by analvzing the electroencephaiogram (EEG; and the electrooculogram (EOQG). Later on,
some success was made by pupillographv [3-5]. By processing the pupil diameter signal. only, a discrimination
performance of over 80% is achievable. as recently reported [6].

In this paper we are regarding the following questions:

1Y Do small segments of EEG and of EOG immediately before and during a MSE contain enough information to
discriminate them from segments during non-microsleep episodes (NMSE), when the driver is drowsy but still
attentive”

2} Is it possible 10 detect MSE without a noticeable decrement by analvzing only one channel of the multi-channel
EEG- /EQG- recordings”

3y Which scgment length and which time offset rclated to the MSE startir.g time are optimal?

EXPERIMENT

Our experimental setup is comparable to [7]. Four EEG-signals and two EOG-signals were recorded of eleven young
subjects during driving simuiation sessions lasting 25 min and repeated every hour between | a.m. and 7 a.m. Two
video cameras were utilized to record drivers porirait and right eve region for visual off-line scoring o° MSE, typically
recognizable by closed eves or by drop of the head. Scoring was nerformed by two experienced persons under the
guideline to take only undoubtable cases into account. Disadvantageously. attention losses with open eyes and with
stare gaze arc no: detectable by this scoring method. The number of MSE was very different between subjects and was
increasing with time of day for all subjects. All in all 1.675 MSE and 1.286 NMSE were scored.

Inteliigent e-Healtn Applications in Medicine
Special Sesswon Proc. EUNITE 2002, Aipufera Ponugal. Sept 19-21. 2002
Published by the University of the Aegean
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Figure 1: Segmentation of EEG- / EQG- signals with relation to visually scored microsleep- (MSE) or nonmicrosleep-
(NMSE) events by two parameters offset (OF) and segment length (SL).

ANALYSIS

EEG and EOG were lowpass filtered with 40 Hz cut-off frequency and sampled at 64 Hz. After synchronization
between both video recordings and EEG- / EOG- recordings, segments were stored for further processing using variable
time offsets (OF) and variabie segment length (SL) (Fig. 1).

After linear trend removal and applying Hanning window, spectral estimation was done by discrete Fourier transform.
Spectral power densities were averaged by summing up in frequency bands of width of 0.5 Hz, | Hz and 2Hz and in
conventional bands of EEG research: dela (0.5 ... 3.9 Hz), theta (4.0 ... 7.9 Hz), alpha (8.0 ... 11.9 Hz), sigma (12.0 ...
13.9 Hz)and beta (14.0 ... 29.9 Hz).

DISCRIMINATION ANALYSIS

For each feature vector consisung of averaged absolute spectral power densities of all six signals a label “MSE” or
“NMSE" was scored. thus we have a two-class classification problem. Analysis was done by Learning Vector
Quantization (LV Q) [8]. All three methods QLVQ 1, LVQ 2.1 and LVQ 3 were processed sequentially preceded by an
initislizanon phase [9]. The learming set was partitioned wnte 80% training set and 20% test set. Partitioning was
repeated 50 umes for each parameter seting of the LVQ network. The ciassification rate was estimated as the ratio
between the number of correct classifications to the number of all classifications using the test set. This kind of
discriminauon analysis 1s comparable to thatin [10]
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Figure X' mean values and standard deviations of classification ra ¢s for different selected signais. Label “1-47 e.g.
means tnctusion of signal i, ..., -+ (all EEG-signals) and labe! ©3.6" means inciusion of stgnal 3 and 6.

Elimination ot dead neurons afier traiming. shghtly improves classificauion rates, therefore it 1s recommended.
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Figure 3: mean values and standard deviations of classification rates for different offsets (OF) and three different
segment lengths (SL). Best results are obtained with SL = 8 sec and OF =4 sec.

At first, we come to question 2, concerning the number of signals nec:ssary for optimal classification. The LVQ
network was trained and tested by different selections of signals (Fig. 2). Everv signal was selected alone for training
and testing. Signal 3, an EEG signal, and signal 6, an EOG signal, were much more suitably than the others. Both EOG
signals (5-6) were more suitably than all EEG signals {I-4). But most success was gained by inclusion of all six signals
(1-6).

Best classification results were obtained for averaging the spectral power densities in frequency bands. In general, a
compromise has to be found between the number of features, because of curse of dimensionality, and the lack of
refinement in spectral domain, i.e. exiend of information loss. For band width of 1Hz results were slightly better than
for 0.5 Hz and for 2 Hz. Surprisingly, decrease of classification rates were only about 3% when using the five frequency
bands of EEG research mentioned above.

At second. we varied two preprocessing parameters (question 3), segmen® length (SL) and temporal offset (OF),
mentioned above (Fig. 3). Larger segment lengths were better than shorter. The optimal offset was 4 sec. That means
segments of all EEG- and EOG-signals beginming 4 sec before MSE- or NMSE-starting points and 4 sec after starting of
an event were opuimal.
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Figure 4: Classification rates versus number of neurons. 5.000 LVQ networks were trained and tested with different
training set / test set partitions and different initializations. Mean classification rate (see inset) was computed
between 30 and 200 neurons.
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Further improvements in classification were reached by transformation log(x} of speciral power density as proposed in
14} and by choosing the number of neurens. Fig. 4 shows a typical plot of classification rate versus number of neurons.
Classification success is increasing up to 90% in the mean if more than 50 neurons were used, and up to 91% with more
than 140 neurons. With more neurons no significant changes are gained. Standard deviations are nearly constant.

SL=8s / OF =4 / no. of neurens =50

| mean=838% stdev=1.1% |

classification sate |%]
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Figure 5: Classification rates of 100 fixed training set / test set partitions and different initializations. The grand mean
and the standard deviation of mean classificat’on rates is shown in the inset.

One might assume. that these results were obtained for a picked out test set. Therefore, we repested partitioning many
times. Classification resuits for 100 random partitions are shown in Fig. 5. For each partition, training and testing was
repeated 500 umes with different weight matrix initializations. The standard deviation caused by different ininalizations
of the LVQ network and caused by training progress due to randomiy applied input vectors is shown by error bars in
Fig. 5. The deviations of the mean values are caused by different partitions and also caused by training progress and are
slightly higher than the deviations caused by initializauon.

DISCUSSION

Some authors pronounced that a combination of EEG and EOG measures should be most successful in predicting MSE
[7.12.15) Our results give further suppont for this stateme.i. Classification raies of 90.4% in the mean were
unexpectediv high and standard deviations of | 4% were moderate. The high discrimination ability 1s also inportant in a
general scnsc, because sudden behavioral transitions might be detectable by aralvzing cortical potentials after some
digital signal processing

Estimation of spectral densities as a stmple feature extraction method was applied because of a lack of prior knowledge
for special patterns. Many authors reponied an occurrence of alpha bursts. an increased EEG acuivity in the alpha
frequency band. preceding MSE or during MSE [2.7]. But some subiects do not produce such an activity. Another
characterisuc pattern during wake  sleep transittons are slow eve movements [12.13], detectable in the EOG. Slow eve
movements as well as alpha bursts don’t occur during every MSc and their temporal relatonship to the moment of
starting MSE scems 1o be loose [2.11.16] Therefore, we refraned from entorcing pattern specific analvsis.

Further investigations arc necessary to validate these results on addinonaliy subjects. Manyv authors reporied of large
inter-individual differences of the EEG- and EQG- charactenisue [2,11.15-17]. It is conceivable that the LVQ networks
are represenung individual characteristics of cach of the eleven subje ots under invesugation. Furthermore, it should be
investigated 1f the combination of EEG- - EOG- features and features of pupiliography [4-6] might improve the
discrimination of MSE.

Another tomic of interest on the way to drowsiness warning svstems must be investigation on discnimination of MSE
from continuously measured and analyzed signals. Besides of robust artifact elimiration techniques additional driver
status estimation techniques, like sleepiness estimation, are stronglv requested.
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ABSTRAC™: The development of microarray technology to gather gene expression data has made significant progress
over the last vears. In medicine, it is a major aim to use this technology together with adequate data analysis methods to
recognize different healtt/disease states of patients. Various data analysis methods, ranging from statistics to data
mining. have been applied to discover the mos: informative genes and to predict unknown health/disease states of
patients. This paper describes a novel fuzzy cluster and fuzzy rule based approach to cancer status prediction based on
gene expression monitoring by DNA microarrays and a data sct from 72 leukemia patients taken from the literature. The
data set originated from 25 patients with acute lymphoblastic leukemia (ALL) and 47 patients with acute myeloid
leukemia (AML). The supervised leaming approach applied is entirely based on fuzzy methods and includes: data based
clustering. cluster based rule extraction with subsequent rulebase construction and finallv cluster and rule based
prediction of the cancer status of patients. Clustering was carried out using the fuzzy c-means algorithm and rule
extraction using the normalized empirical fuzzy rule rating measare. To optimize the performance of the prediction
system two quantitative criteria were introduced and applied: First, the “dummy gene™ to identify rules (genes) that are
informative at atl with respect to the intended prediction and second. the “informative imbalance™ to optimize the
composition of the rule: in the rulebase - sclely based on the training data - with respect to a minimum prediction error
for the test data. thereby avoiding overfiting to the training data and using as much as possible global information in the
training data to better fit the system to unknown data. The optimum rulebase designed contains just 13 genes
(5 predictine ALL and 8 predicting AML) out of the 7.129 oniginal ones covered by the microarray gene expression
data set and predicts all 38 training pauent samples and. more mmportantly, 33 of the 34 independent test patient samples
correcthy . The results obtained underline the feasibility of this novel approach since 1t provided at least the same or even
betier results compared to those in the literaure. The data mining approach applied allows for the development of
apphcation-specific minimized assavs or arravs for the detection of specific heaith-disease states of patients based on a
prior overail analyvsis of microarray gene expression data that covers a multitude of genes.

KEYWORDS: Gene Expression Monitoring, Leukerma. Cancer Status Prediction. Informative Genes. Fuzzy Clustering.
Fuzzy Rule Extractuon, Rulebase Optimization

GENERAL

The paper presents a novel fuzzy data mining approach towards the prediction of health-d:sease states of patients basad
on gene expression data obtained by micrearray technology.

The study was based on data originally published in [1} and taken from the respective website [2]. The data set is
described in detail there. This data was obtained by DNA microarray gene expression monitoring from 72 leukemia
patients of whom 47 had acute myeloid leukemia (AML) and 25 had acute lvmphoblastic Jeukemia (ALL).

Methods used and results obtained by the approach applied here were compared to those described in the original paper
[1] and a subsequent paper [3] which also used the same data for supervised leaming. [n both these papers, primarily
statistical methods were used to predict known disease states from unknown samples.
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In the present paper the focus is on fuzzy data mining methods and more precisely on the use of fuzzy clusters together
with fuzzy IF-THEN-rules to predict the leukemia cancer status of patients. The use of rules supports the interpretation
of the underlying problem.

Also, in the present paper the particular focus is on avoiding overfitting of the prediction system-to the training data set.
In the centre of attention was therefore an algorithm to generate a prediction system, in this case a clusterbase/rulebase
combination, that is mere globally informative, i.e. that reflects ot only information characteristic of the training data
set but also of potential unknown data sets (e.g. the test data set). Therefore, this approach aims to extract as much as
possible global information and as little as possible local information from the training data set.

Since the composition of rules in the rulebase is crucial to the robusmess of the predictive capability upon change from
known (i.c. training} to unknown (i.e. test and new) data, a special algorithm was developed in order to construct an
adequate rulebase out of ranked rules.

In the literature cited above [1] [3], which served as a benchmark in this study, the term molecular classification is used.
Since, however, the approach applied here is not only based on clustering/classification but in particular on rule
extraction and rulebase construction, the term prediction is used throughout to describe the entire approach. More
specifically, the term refers to fuzzy cluster and fuzzy rule based prediction as applied here. ‘
Although the work carried out is based on the analysis of microarray spot expression signals as features that represent
gene fragments or whole genes and one gene may be represented by more than one spot, in compliance with the
literature these features are referred to as genes throughout the paper.

APPROACH AND METHODS

The fuzzy ciuster and fuzzy rule based approach to cancer status prediction applied here consists of four major steps.
These are: data based clustering to establish a clusterbase, cluster based rule extraction to establish rule sets for the
subsequent ruiebase construction and finally cluster and ruls hased prediction. The first step is preceded by data pre-
processing.

This approach is illustrated in Figure 1 and was described iu greater detail in [4] in relation to a different application in
medicine. This figure also shows the specific adaptations made with respect to the current application, namely the
introduction of the “dummy gene” and the “informative imbalance™ which will be explained later. Also, in the current
application. the approach is entirely based on fuzzy methods.

Preceding the first step of the approach, the data was split into a training data set (consisting of 38 patient samples) and
a test data set (consisting of 34 patient samples) and pre-processed. i.e. normalized. all according to [1].

In the first step of the approach (see Figure 1}, the patient samples for each individual gene were fuzzy clustered into
two clusters in order to establish a clusterbase for the problem investigated. This was carried out using the fuzzy c-
means atgorithm [31.

In the second step of the approach (see Figure ). uniconditional rules. i.e. rules that have just one 1F-part (condition)
apart from one THEN-part (conclusion), based on the fuzzy clusters obtained were generated. rated by the normalized
empirical rule rating measure [6] and ranked according to this rating measure in order to obtatn rule sets with rankings
of the individual rules.

The structure of these cluster based rules reads as follows {(example):

IF  Expression of Gene X 15 in Cluster x! THEN  Leukemia Status Cluster is AML

The [F-parts (conditions) of the rules contain the expression clusters of the genes. while the THEN-parts (conclusions)
of the rules contain the cancer status clusters (either ALL or AML). There are two rule sets. one containing all rules
with the cluster ALL in their conclusion and one contaiing a.l reles with the cluster AML in thewr conclusion.

In order to identifv genes in the rule sets that are informative at all with respect to the intended application, an
additional “dummy gene” was introduced thai represerts the non-informative “gene”. This "dummy gene” is
characterized by having the same expression level. i.e. the same cluster assignment. for all patients. Using this “gene™ in
the [F-parts of rules concludes that all patients belong to the same cancer status cluster. In this sense, it is not
discriminating between the cases and equals a guess without information. It can therefore be used to mark the separation
hetween informative and non-informative genes in the ranked rule sets. All rules ranked higher than the ones containing
the “dummy gene™ are candidates for transfer to the rulebase for prediction.

In the third step of the approach that is merging with its fourth one (see Figure 1). rulebase construction for prediction,
top ranked rules well above the “dummy gene” rules from both rule sets (ALL conclusion cluster rule set and AML
conclusion cluster rule set) were transferred to the rulebase.

Rulebase construction for prediction was based on the following steps and criteria (see Figure 2):
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First, the rulebase should not contain more rutes than the number of training samples to avoid overfitting to the training
data, i.e. in the case of uniconditional rutes investigated here, the number of rules (genes) contained in the rulebase
should not exceed the number of training patient samples (here 38).

Second, the number of rules in the rulebase (so far equall balanced between the ALL and AML conclusion cluster
rules) should be minimized as much as possible starting from the upper limit (here 38) until the prediction error for the
training data set worsens substantially (coarse tuning).

Third, since, for instance, the rules (and the gene expressions behind them) out of the ALL rule set that contribute to the
rulebase can be more discriminating with respect to the intended prediction than the ones out of the AML rule set, an
informative imbalance can appear in a constructed rulebase so that a quantitative criterion has to be formulated to
balance the information content that is contributed by either of the two rule sets (fine tuning).

While coarse tuning reduces the number of ruies that contribute to the rulebase, fine tuning is likely to increase this
number again, vet below the upper limit, untii an optimum is reached.

For fine tuning, the following criterion (“informative imbalance™ — //B) was developed:

W=k, =3
; 7

(H
v =] =
1B =' Lt L —s Min
[ ] Al fvz! astL
B informative imbalance of the rulebase
A hit rate for one rule and an individual patient

ALL:  over all patients in the training cata set who have ALL
AML:  over all patients in the training data set who have AML
i index for rules that “fire” for conclusion ALL
I index for rules that "“fire” for conclusion AML

In order to optimize the composition of the rules in the rulebase by fine tuning, different partial rule sets of the two rules
sets (with either ALL or AML in the conclusion cluster) were generated and evaivated by the above criterion (1), e.g.
rulebase A: 7 top ranked rules of the ALL rule set and 5 top ranked ruies of the AML rule set, rulebase B: 5 top ALL
rules and 5 top AML rules. rulebase C: 5 top ALL rules and & wop AML rules, etc. This optimizatior process is shown
in a schematic representation m Figure 3.

The optimized rulebase with the minimal //5 value according to (1) together with the underlving clusterbase was then
used for prediction (see Figure 1)

Figure 4 shows an example of the prediction voting of the individual umiconditional rules contained in the rulebase
when gene expression daia from a patient with unknown status is used to predict his status by the designed system.
The voting of the individual rutes takes place using the fuzzy classification results of the new sampie. Le. its values of
fuzzy assignment to the previousiy established clusters for the individual genes. in the conditions of the individual rules.
The respecuve conclusion of each individual rule then gets a vote that equals the fuzzy assignment value of its
condition. All votes of the rules in the ALL conclusion ciuster rule set and all in the AML conciusion cluster rule set
are then being towalled separately and compared. The conclusion cluster with the higher total vote finally predicts the
patient’s starus.

The predicuon svstern design descnibed above was followed by the vahdanon of the clusterbase’s and rulebase’s
predictive capability using the independent test data set (see Figures ' and 2.

Figure 5 summarizes this approach. The patient samples (gene expression data) in the test data set were fuzzy classified
using the clusterbase (derived from the training data set only) {o- gene expression recognition of the rule conditions
before subjecung them to the rulebase (derived also from the waining data set only) for the test patients’ cancer status
prediction by the rule conclusions. n the same wayv as the test pauient samples. new (unknown) patient samples (gene
expression data) are processed during the operation stage of the prediction system as designed in the training stage and
validated i the test stage to predict the cancer status of patients hitherto unknown 1o the syvstem.

To prove that the “informative tmbalance™ criterion 1s capable of optinuzing the composition of the rules in the rulebase
with respect to the correct prediction of the ress pauents’ cancer status. although the design is solely based on the
training data. several rulebases {with the established underlving clusterbase) were used tc investigate the prediction
error for the resr patienty” cancer status versus the //5 value. therebyv validating the entire approach (as shown in Figures
1.2.3,4.5)
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RESULTS

The original gene expression data set [2} consisting of 513,288 single data and describing 6,817 genes represemted by
7,129 spot expression signals for each of the 72 leukemia patient samples was split into a data set of 38 patient samples
used for training (270,902 single data) and another. one of 34 patient samples used for testing (242,386 single data).
Of the 38 waining samples 27 originated from patients with ALL and 11 from patients with AML, while of the 34 test
samples 20 originated from patients with ALL and 14 from patiems with AML. The original data set was split exacth
the same way as in [1] and [3]. .

The data was then normalized and all spot expression signals with zero standard deviation of all the 38 training patient
samples were omitted because they can not be clustered into different clusters and not be used for discrimination. All
the data pre-processing steps were carried out following the procedure in [1].

The training patient sampies for all 6,646 remaining spot expression signals (in the following referred to as genes) were
now fuzzy clustered into two ciusters using the fuzzy c-means algorithm [5]. The training patient samples for the
“dummy gene"” were a priori set, i.e. crisp clustered, so that all of them belong to just one cluster. --

Based on these clusters, altogether 26,588 uniconditional rules, 13,294 for each of the two cancer status clusters
(conclusions). ALL and AML, respectively, were then generated, rated by the normalized empirical rule rating measure
[6] and ranked accordingly.

Out of the rules of each of the two rule sets obtained those rules were further processed that were ranked higher than the
“dummy gene”, since they represent the genes that are informative at all as described above. 419 rules for the ALL
conclusion cluster rule set and 3.707 rules for the AML conclusion cluster rule set were obtained above the highest of
the two rules in each of the two rule sets that stand for the “dummy gene”,

Out of these informative genes obtained from the training patient samiples, the rulebase was constructed by the coarse
tuning described above (see Figure 2) beginning from the 19 top ranked rules and resulting in the 5 top ranked rules for
each of the two rule sets. This rulebase is already capable of predicting all 38 #raining patient samples correctly.

The final aim. however, is to predict the unknown, i.e. the 34 sess patient samples correctly. The rulebase designed
solely based on the training patient samples therefore has to be validated using the independent rest patient samples.
This was done in the next two steps (see also Figure 2).

After the coarse tuning. the fine tuning as explained above was applied using the [/B criterion (1) and the training
patient samples to subsequently change the number and the composition of the rules, i.e. the partial ALL and AML
conclusion cluster rule sets in the rulebase. until the criterion reached its minimum. This is shown in Figure 6 where the
IIB criterion {1} is drawn versus the number of top ranked ALL rules and the number of top ranked AML rules
contained in the rulebase. It can be clearly seen in this figure for the rulebase compositions investigated that in order to
reach minimum values for the informative imbalance of the rulebase. the number of ALL rules has to be smaller (5 or 6)
than the number of AML rules (7 to 10). The opposite rulebase composition leads to much higher //B values. Also, in
terms of sensitivity. to reach low values of the //B criterion. it is more important that the number of ALL rules is smaller
(4 10 6) whereas the number of AML rules can cover a wider range (4 to 10). Vice versa. when the number of AML
rules is smailer (4 to 5} and the number of ALL rules covers a wider range (4 to 15) than this will yield only much
higher /B values. These results clearly point towards a rulebase where the informative imbalance has to be counter-
balanced by a higher number of AML. rules compared to the number of ALL rules.

The mimimum /75 value of 0.0222 was obtained for the optimum rulebase composition consisting of 3 ALL conclusion
ciuster rules and 8 AML conclusion cluster rutes. This resulted in a correct prediction for 33 of the 34 tesr patient
samples.

These resulis are shown in Figure 7 (prediction error for test patient samples versus the f/5 value for the training patient
samples and different ruiebase compositions). This figure aise summarizes the trace of the rulebase optimization
process using the rramning data set only and 1ts validation using the independent resr data set. It demonstrates that the
informative imbalance is compensated by a counterbalance of the ratio of the ALL conclusion cluster rules and the
AML conclusion cluster rules in the different compositions of rulebases investigated. It shows that for //B values above
about 0.5 there is an ALL rule majority in the rulebase, while for //8 vaiues between about 0.25 and (.3 there is a rough
balance between ALL and AML rules. For //B5 vaiues beiow about 0.25, however. there 15 2 majority of AML rules,
obviousiy counterbalancing the informative imbaiance of the rules contained in the rulebase. This imbalance originates
from a different degree of separation of the clusters of those genes that are contained in the rulebase. In the range below
about 0.25 there is obviously a good convergence of the //B vilue towards its minimum leading to the optimum
composition of the rulebase.
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Figure 7 also proves that the criterion (1) devised represents the aim of the rulebase optimization based on the preceding
steps very well, i.e. to minimize the error of prediction for the tesr patient samples although only rraiming patient
samples are used during the design of the prediction system {compare Figures I to 6).

The approach applied can therefore be considered validated for the problem {(disease) investigated here. Although it
may be assumed thai for similar problems, the approach works equally well, this has to be shown in future studtes for
other diseases based on different gene expression data.

Results obtained by this fuzzy data mining approach using the optimum rulebase together with the underlying
clusterbase for prediction are shown in Figure 8. This figure displays all 4.126 informative genes (spot expression
signals) out of the 7,129 original ones (those above the “dummy gene” and not excluded before during pre-processing)
in the ranked rule sets, i.e. the 419 genes in the uniconditional rules for the ALL conclusion cluster rule set (small
circles) and the 3.707 genes for the AML conclusion cluster rule set {small triangles). They are displayed as the
logarithmic mean spot signal values for AML patient samples versus the logarithmic mean spot signal values for ALL
patient samples over all training patients samples. The figure also shows all the {3 genes that are contained in the
optimum rulebase, i.e. the 5 genes in the ALL conclusion cluster rules (large circles) and the 8 genes in the AML
conclusion cluster rules (Jarge triangles). These 5 and 8 genes have been numbered separately in Figure 8 according to
their ranking in the rulebase and refer to the ranking numbers in Table 1 where the respective gene description with the
gene accession number is given. This table also shows whether these genes are up-regulated or down-regulated. -

Genes shown in Figure 8 that lie on the 45° line are not differentially expressed in the ALL and the AML patient
samples. Genes that lie above this line are down-regulated in the ALL patient samples compared to the AML patient
samples and genes that lie below this line are up-regulated in the ALL patient samples compared to the AML patient
samples.

Figure 8 shows that all 419 informative ALL genes identified (small circles) are down-regulated, while the 3.707
informative /\ML genes identified (small triangles) are either up-reguiated or down-regulated.

This figure aiso shows that the applied approach allows to identify genes that predict one cancer status (here AML)
although they are not extremely differentially expressed compared to the other cancer status (here ALL). t.e. to identify
discriminanng genes close to the 45° line. This can be seen in Figure 8 for the 5 up-regulated genes out of the 8 genes in
the rulebase predicting the AML cancer status {large triangles, No. 1. 3, 4, 5. 6). Moreover, the approach can identify
discriminating genes predicting one cancer status (here AML} and having similar differential expression levels then the
ones found to predict the opposite cancer status (here ALL). This can be seen in Figure 8 just above the 45° line where
discriminating genes predicting opposite cancer states are very close to one another (e.g. large circle No. 5 close to large
triangle No. 61.

The 13 genes listed in Table | as contained in the optimum predictton rulebase and identified as the most relevant ones
with respect to the described cancer status prediction are currently being investigated in an experimental study with
independent teukemia patient samples in order to validate the resulits of the approach by experimental means too.

The approach designed can eventually lead to the development of problem-specific minimized assays or microarrays
with a limited number of the most relevant genes and their applicaiion in medicine and biomedical research in order to
detect specific health‘disease states after a prior overzll analvsis 0. problem related gene expression data that covers a
muttitude of genes.

DISCUSSION

It was a major aim of this study to provide improved methods for the gene expression data based prediction of health/
disease states. as in this case cancer stales. and to benchmark these resujts with those of other methods.

The prediction results obtaned by the optimum rulebase with the underlving clusterbase were therefore compared to
results presented 0 the hterature, in particular in [§] and {3). where exactly the same data and the same pre-processing
steps were used.

A summary of this comparison is given in Table 2. Apart from the overali resulits. this table lists the methods applied.
Also. since the approaches finaliy aim to make predictions for individual patients, the results of the three approaches for
all 72 individua! patient predictions are shown in Tabie 3.} for the 38 wraining sampies and in Table 3.2 for the 34 test
samples, both together with the actual cancer status of the individual patients.

The predictor described in [1} is based on 30 genes. )t predicts only 36 of the 38 training patient samples and just 29 of
the 34 test patient sampies correctly. This is probably due to an overfitting of the predictor 10 the training data, which to
avoid was the declared aim of the approach presented in this paper
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As described in [3], a 25 gene model based on statistics predicted 32 out of the 34 test patients samples correctly. while
a 5 gene model even predicted 33 out of the 34 correctly. Both models also predicted all 38 training patient safmples
correctly This coincides with the results obtained here, where the same number was predicted correctly by the optimum
rulebase containing 13 genes. Most interestingly, the only incorrectly predicted patient sample ‘was the same as in [3]
(No. 66). This sample was also incorrectly predicted by the approach described in {1]. This might be viewed as an
indication for a wrengly marked sample or the like, since this resuit was obtained by three independent methods.

Also, only 2 genes overlapped between the 5 gene model in [3] and the 13 gene rulebase reported here. These genes
have the accession numbers X95735_at and M84526_at (for gene description see Table 1). This rather small overlap
despite identical prediction results may be due to the redundancy of the genes that do not overlap. On the other hand.
this also seems to indicate that for the particular problem investigated a rather very limited number of relevant genes is
important. This is supported by the fact that these two genes are the enly ones that were obtained by all four models of
the three approaches. The other overlapping genes between the respective methods are listed in Table 2.

The approach in [3] and the one presented here ciearly show a better prediction performance than the one in [1]. While
the approach in [3] demonstrates that classical statistical methods can equally well be used for prediction, the data
mining approach presented here has further potential when extenaed from uniconditional to multiconditional rules to be
even more adequate o the complexity of gene expression. Moreover, the use of rules supports the interpretability of
results and the causal understanding of the underlying processes. o )

Another advaniage of the approach applied here is that top ranked rules with a particular condition that predicts a
particular disease state as conclusion do not necessarily imply that the opposite condition predicts the opposite
concluston. As can be seen in Table 1, for example, although “X95735_at down-regulated” is predicting ALL,
“X95735_at wp-regulated” is not predicting 4ML. On the contrary, “X95735_at up-regulated” may point towards a
number of cther health/disease states and not necessarily towards AML, thereby allowing a much more adequate
description of the real conditions behind the problem.

SUMMARY AND CONCLUSIONS

The paper presents a fuzzy logic, cluster and rule based data mining approach to the prediction of the two leukemia
cancer states ALL and AML based on microarray gene expression data.

W ith the methods applied a prediction rulebase consisting o1’ uniconditional rules was constructed containing 5 genes
that predict the ALL cancer status and 8 genes that predict the AML cancer status. This rulebase proved to be optimal
with respect to the informative imbalance criterion introduced in this work. The prediction using this rulebase yielded
33 correct predictions for 34 patients, i.e. there was only I incorrect prediction for the test patient data, i.e. for the data
that was not used for training of the rulebase.

The study atmed at benchmarking the present approach with two other approaches in the literature using exactly the
same gene expression data and pre-processing steps. While in [3] the approach yielded similar results as in the present
one. the approach in [1] showed a weaker performance. The main reason for this may be seen in the lack of an
appropriate algorithm to assemble the genes that are finaliv used within the predictor. In the present approach the
“informative 1mbalance” criterion was introduced and successfully applied to optimize the assembly of genes in the
rulebase for prediction.

Although the approach applied here is multivariaie already using a voting of an entire rulebase based on various genes,
even more complex relations between genes may be represented by multiconditional rules in the rulebase.

Prefiminan rulebases with biconditional rules showed good predictions for the test patients (32 out of 34 were predicted
correctly). However. the existing “informative imbalance” criterion for ruiebases that consist of uniconditional rules
needs to be further modified with respect 1o multiconditional rules.

This work showed that fuzzy cluster and rule based systems are capable of reliable health/disease status prediction when
adequate optimization criteria are provided. It has to be emphasized that not only methods to find informative genes are
important but also methods to assemble reliable prediction systems.
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1 AVOIDANCE OF OVERFITTING

Number of rules in the rulebase < Number of patient samples in the training data set
{Rules from top ranked “informative” rules of the rule sets
well above the “dummy gene” obtained from the training data set)

2" COARSE TUNING

Minimization of the number of rules in the rulebase
(until the prediction error for the training data set worsens substantially)

3" FINE TUNING

Minimization of the “informative imbalance™ criterion based on the training data set
by changing the composition of the rules in the rulebase
(Number of rules might increase to some exteit below the above limit)

VALIDATION

Proof that the “informative imbalance” criterion
actually minimizes the prediction error also for the test data set,
although it is only calculated based on the traming data set

Figure 2: Steps and Criteria for Rulebase Construction and Optimization
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45 T

Logarithmic Mean Spot Signal Ve!ues for ANML Patients

1.5 2 25 3 3.5 4 45
Logarithmic Mean Spot Signal Values for ALL Patienis

Figare &: Logarithmic mean spot signal values for AML truining patient sampies versus
logarithmic mean spot signal values for ALL traiuing patient sampies.
Shown are all 4126 informative genes (small svmbols) and the 15 genes
contained n the optimum prediction rulebase (large symbols).
Numbers refer to those in Tabie 1.
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2 Gene 53
= Gene Description Accession g3
2 Number g9
Predicting ALL
1 |Zysn X95735_at down
2 :oh:“s?::i“ymne independen! hgand pb2 for the Lek SH2 U46751_at down
3 |OF D component of complement {adipsin} MB4526_at down
4 | Azurocin gene M36326_mai_sat down
5 | CD33 antgen {differentation antigen) hi23187_at down i
Predicting AML
1 |FAH Fumarylacetoaceate M55150_at up
C-mytr gene extracied from Human (c-myb) gene.
2 m!'n;i;l; ;:mnary cds. and five compiete atternativety U22375_cds2_s_at down
3.7 e e Tom ruman U12471_cost_at w
4 | cDGC25A Cell dvasion cycle 254 MB1:33_al up
5 |Leukotnene C4 synihase (LTCAS) gene USD136_mat_s up
6 |GH DEF = Homeooomain protein HoxA9 mRNA U82759_z! up
7 |MB-1 gene U05239_ma1_st down
B | T-COMPLEX PROTEIN 1. EPSILON SUBUNIT D43950_at down

Table 1:Ranking. Gene Description. Gene Accession Number and Down-/Uip-Regulation of the 13 Genes
Contained in the Optimum Prediction Rulebase
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Golub et al. 1999 1)

Lu et al. 2002 [3]

Present Publication 2002

Methods (gereral)

Statistics

Statistics

Data Mining

Methods (specific)

For Class Prediction:
“Neighbourhood Analysis”
using & Class Distinction
{“idealized expression
pattern”, i.e. uniformly
exppressed gene) and
correlation analysis

using “weighted vote™
and “Prediction Strength”
Validation;
Cross-Validation using
Training Data: Validation
using test data

For Prediction:

t-Test (Ranking of Genes)
stepwise discriminant
analysis

Validation using test data

Clustering: Fuzzy c-means
Rule Extraction: Empirical
Fuzzy Rule Rating of
uniconditional rules
Rulebase Construction for
Prediction:

“informative imbalance”
Validation using test data

Informative Genes

about 1100

(higher correlated with
“Class Distinction” than by
chance)}

500

(bascd en t-Test Ranking,
250 genes with most positive
and 250 with most negative
t-values; nuinber arbit-ary)

4.126
419 (for AML)
3,707 (for ALL)
(based on the use of the
“dummy gene” in the rule

Patients predicted

samples

correctly out of the
38 training patient !

(38

! sets)
Number of Genes | 50 (arbitrarv, no specific |25 13
Used for method) | after [* discriminant analysis | (using the “informative
Prediction LS imbalance™ criterion
, after 2" discriminant starting from 38 genes)
| analysis
Number of |36 38

Number of
Patients predicted

| correctty out of the
: 33 test patient

' samples

1 29 (using 30 genes)

32 (using 235 genes)

g_
35 (using

5 genes)

i 35 (using 13 genes)

Prediction Genes
Obtained by ali
Methods

2
[X95735_at; M84526_at]

Prediction Genes
Obtained by any
| Two methods

3 (between the 5 and 50 gene model)
[M2789] at; MB4526_at; X95735_at]
6 (between the 25 and 50 gene model)
[M27891 at: M84526_at; X95735_at;
MI13792 at: M62762_ar; YOO787 ; at]

2 (between the 5 and 13 gene model)
[X95735 at, MB4526_at]

2 {(between the 25 and 13 gene model)
[X95735 at; MB4526 _at]

[X95735_at; U4675] _at;
M84526_at; M23197_ar;
M96326_rnal_at

10
tbetween the 50 and the 13
€ gene model)

M55150_at;
U82759 at;
U22376_cds2_s_at;
U05259 _rma1_at;
U50136 _rnal at]

Tabie 2:
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Actual

Training Predicter

Patient | Cancer Status Cancer Status

Sample Golub et al. 1989 Luetal 2002 Present
No. 1] i3] Publication

50 Gene Model | 25 Gene Model | 5 Gene Model 13 Gene Model
01 © ALL ALL ALL ALL
ALL

02 ALL ALL ALL AlLL ALL
03 ALL ALL ALL ALL ALL
04 ALL ALL ALL ALL ALL
05 AlLL ALL ALL ALL ALL
08 ALL AlLL AlLL ALL ALL
07 ALL ALL ALL ALL ALL
08 ALL ALL ALL ALL “ALL
09 ALL ALL ALL ALL AlL
10 ALL ALL ALL ALL ALL
11 ALL ALL ALL ALL ALL
12 ALL =AML ALL ALL ALL
13 ALL ALL ALL ALL ALL
14 ALL ALL ALL ALL ALL
15 ALL ALL ALL ALL ALL
16 ALL ALL ALL ALL ALL
17 ALL ALL ALL ALL ALL
18 ALL ALL ALL ALL ALL
10 ALL ALL ALL ALL ALL
20 ALL ALL ALL ALL ALL
21 ALL ALL ALL AlLL ALL
22 ALL ALL ALL ALL ALL
23 ALL ALL ALL ALL ALL
24 ALL ALL ALL ALL ALL
25 ALL ; ALL ALL ALL ALL
26 ALL | ALL ALL ALL ALL
27 ALL : AlLL ALL ALL ALL
28 AML AML ANML AML AML
28 AML AML AML AML ANML
30 AML AML ANML i AML AlAL
31 AML AML AML AML AML
32 AML AML AML : AML AML
33 AML ANML AML ? AML AML
34 AML AML AML I AL AML
35 AML i rTPALL* AML : AML AML
36 AML ANML AML AML AML
37 AML AML AML AML AML
38 AML | AML AML AML AML

Table 3.1: Actual and Predicted Cancer Status for the Individual 38 Training Patient Samples.

Prediction Results for the 4 Different Prediction Models Compared.
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Prediction Results for the 4 Different Prediction Models Compared.
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Test Actual Predicted
Patient ; Cancer Status Cancer Status
Sample Golub et al.1999 Luetal 2002 Present
No. {1] {3 Publication
50 Gene Model | 25 Gene Model | 5 Gene Model 13 Gene Model
39
ALL ALL ALL ALL ALL

40 ALL ALL ALL AlLL ALL
41 ALL ALL ALL ALL ALL
42 ALL ALL ALL AlLL ALL
43 ALL ALL ALL ALL ALL
44 ALL ALL ALL ALL ALL
45 ALL ALL ALL ALL -ALL
46 ALL ALL ALL ALL ALL
47 ALL ALL ALL ALL ALL
48 ALL ALL ALL ALL ALL
48 ALL ALL ALL ALL ALL
50 AML AML AML AML ANL
51 AML AML AML AML AML
52 AML AML AML AML AML
53 | AML AML AML ANIL AML
54 AML = ALL* AML AML AML
5 ALL ALL ALL ALL ALL
56 AlLL ALL ALL ALL ALL
57 AML AL AML AML AML

i 58 AML ANL AML AML AML
59 ALL ALL ALL ALL ALL
60 AML = ALL*"" AML AML AML
61 AML AML e ALL* ANL AML
62 AML AML AML. AML AML
63 AML AML AML AML AML
64 AML AML AML AML AML
65 AML AML ANML AML AML
66 ANIL ALL SALL™ —ALL T ALLS
687 ALL rAMLT ALL ALL AlLL
68 ALL ALL ALL ALL ALL
69 ALL ALL ALL ALL ALL
70 ALL ALL ALL ALL ALL
71 ALL ALL ALL ALL ALL
72 ALL AlL ALL ALL ALL

Table 3.2: Actual and Predicted Cancer Status for the Individual 34 Test Patient Samples.




A Note on Core Regions of Membership Functions

Jirgen Paetz
J.W. Goethe-Universitdt Frankfurt am Main,
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Robert-Mayer-Strafie 11-15, D-60054 Frankfurt am Main, Germany
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ABSTRACT: In neuro-fuzzy approaches different membership functions are used for modeling the system's rule set.
Two wellknown membership function types are triangle functiens aad trapezoid functions. In our contribution we
demonstrate that trapezoid functions with larger core regions are the more appropriate functions for calculating the
membership degrees within neuro-fuzzy systems. If regions of the data of different classes are highly overlapping or if
the data is noisy, the values of the membership degrees could be misleading with respect to rule confidence if the core
region is modeled too small. In fact, we show that data regions with a high membership degree need not to be the
regions with a high rule confidence. This effect that we call membership unrobusmess is discussed. We give
preliminary benchmark examples and show how this effect influenced our recent work of analysing septic shock patient
data.

KEYWORDS: neuro-fuzzy systern, membership function, core region, rule confidence, robustness, medical data

INTRODUCTION

An up to date neuro-fuzzy system is the so-called Fuzzy-RecBF-DDA (1], [2], that we recently used in an improved
implementation for rule generation and classification in the medical domain [3] (analysis of septic sheck patient data).
The system is based on the dynamic, geometric adaptation of trapezoids. Another wellknown system is NEFCLASS [4]
that 1s based on a fuzzy backpropagation adaptation process. Fuzzy-RecBF-DDA uses trapezoid membership functions.
NEFCLASS uses tnangle membership functions. We will not discuss the main differences of the two systems and we
will not decide which system ts the better one. The nterested reader should refer to the literature if he/she is interested
in the details of the different systems.

Our approach s a general comparison of the main two types of membership functions: the trapezoid and the
triangle membership function, mainiy their core regions. Usually for adapting neuro-fuzzy systems the data is divided
into training and test data. The training data 1s used to train the system. the test data is used to calculate the performance
of the systern. If the data 1s noisy or if the data of different classes is highly overlapping or if there are not much
sampies for a performant generalization available - an usual szenario in real world applications - then the statistical
properties of the traming set mayv differ from those of the test set. We argue that in these simatons trapezoid
membership functions with targer core regions should be preferred.

In the next section we define the membership functions and explain the training and test procedure. Then, by
some exarnples we show that it is more reasonable to use trapezold membership functions with larger core regions
mstead of tnangle membership functions. Parucutarly, we discuss our more fundamentai considerations by septic shock
patient data that was recorded in ntensive care units from 1993 to 1997 at the Klintkum der J.W. Goethe-Universitit
Frankfurt am Main [5]

PRELIMINARIES

After presenting the definition of some imporntant fuzzy theory terms we define tnangle and trapezoid membership
functions. Then, we describe how we will divide the data into training and test data for the adaptive phase of a neuro-

fuzzy learning.

Intelgent e-Health Applications in Medicine
SDemg Session Proc EUNITE 2002 Alputerra Ponugal. Sept 19-21, 2002
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MEMBERSHIP FUNCTIONS

In Def. 1 we explain the important terms membership function and membership degree. We define the terms & -cur, o -
region and & -rule.

Definition 1:
Let X beaset. 4 is called a fuzzy set if there exist a corresponding membership function u: X —[0,1} that is defined

everywhere on X . The value u(x) is called membership degree of x€ X . The region in the data space where
fix)=a we call &-cut if we consider the membership function. The corresponding geometric region we call a -

region. If additionally the whole rule with the conchision is considered we speak about « -rules. In the special case of
o =1, i.e. when considering the 1-cut of 2 membership function, we speak about core regions resp. core rules.

In the following exampie we give the definitions of triangle and trapezoid membership functions in the one-dimensional
case, cf. Figure 1.

Example 1
a) Triangle membership function (1) with a4,,a,,be [R:

1 ,  x=b (1)
x“-al ) X€ [ahb)
. _ib-a
)um'angie(x) L a.-x
. , xe(b.a,j
a,—b
0 . Otherwise

b} Trapezoid membership function (2) with a,,a,,5, 6. € R:

I, xelb,b,] @)
TN e faby)
. b!—al
iurrapczoad(x}‘=
7Y xeb,.a.)
a: —b: A 227
Y . Otherwise

In the m -dimensional case we obtain the membership degree of > ={(x,,....x,) by calculating the minimum of the
one-dimensional membership degrees of x,..... x, considenng the one-dimensionai projections of the » -dimensional
membership function.

oo SR B

Figure 1: (Left) mangie membership function (Right) rapezoid membership function. The dotted line represents the o -
cut. The dashed line in the height of the a -cut represents the @ -region resp. the o -rule, the laner if considered with a
class tabel for conclusion.
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With d as the dimension of the space the triangle membership functions have 2d free parameters. The trapezoid
membership functions have 4d free parameters. With respect to free parameters the triangle membership functions are
the more simpler functions. In the case of 4, = &, the rapezoid function is identical to the triangle function.

TRAINING AND TEST‘

Training a system has to be done carefulty. To avoid overfitting the data is usually divided into training and test daza. If
we would take all the data for training the system, it would be very well adapted to the training data, but it would not be
able to generalize well, i.e. having a good performance on unknown data. Calculating the system's performance on test
data is a good way to evaluate a system's generalization ability, Sometimes even more sophisticated data divisions are
used (additional validation data, k-Told cross validation, see e.g.[6]).

The statistical properties of the training data differ from those of the test data. If the data environment is noisy
or if there are not many samples available the difference is larger. This is the reason why the generalization
performance should be calculated only on the test data. If the system is able to tolerate noise and other different
samples then it is wzll rained and generalizes well. -

To caiculate the rule performance of an & -rule, i.e. hyper rectangular data region with class label (cf. Def. 1),
we define the rule confidence as the number of sampies of the correct class that lie in the hyper rectangie divided by the
number of all the samples that lie in the hyper rectangie. For example. consider the two dimensional unit sguare. Let
there be 4 samples of the class ¢ lying in this square and one of another class & = ¢, then the confidence of this a -
tule for the class ¢ is 0,8 resp. 80%.

MEMBERSHIP DEGREES OF TRIANGLE AND TRAPEZOID MEMBERSHIP FUNCTIONS

In this section we present examples which show that it is possible to obtain unexpected results with regard 1o the rule
confidence by using too small core regions together with training and test data.

EXAMPLES FOR “MEMBERSHIP UNROBUSTNESS”

For the first example an antificial dataset is used, motivating the probiem of membership unrobustness. For the
following exarnpies we use real world datasets to demonstrate the relevance of this problem in practice.
In Example 4 we discuss the problem area by our actuat septic shock patient data.

Example 2:
Let us have a more detailed look on the triangie membership function. defined in (1). For easier calculation by hand it is

symmetric in our example, t.e. &~ a, =a, - b. The upper angle is set to 90", the lower left and right each to 45°.
Thus, the sides of the triangle have a gradient of 1 resp. =1 . Let us consider n, =101 one-dimensional uniformiy
distributed samples of the same class ¢ in the interval{-1,1]. Add n, =101 identical samples with the exception that

one sampie (the one in the middle, i.e. the one placed at =01} is a sample of another class ¢ . e.g. an outlier (noise).
Let us assumne that we have chosen the first n, = 101 samples for traimng and the n. =101 samples for tesung, so that

we have obtained the above desribed symmetric triangie membership functions with ¢, = -l.a, =16=0.

Now. we calculate the rule confidence for all rectangular regions, considering the membership degrees
0.00:0.02:0.04;...;0.96;0.98;1.00 . Because of the outlier at =0 the rule confidence for class ¢ for the region with

membership degree a (@ -rule) is M Y.
101 - 100

In Figure 2 the rule confidence in relation to & 1s shown. The higher the membership degree is in Figure 2, the
lower is the rule confidence that was calculated on the test data. The minor difference in training and test data (one
cutlier) leads to a result that 1s surprising. What we expected is an ascent of ruie confidence and not a descent. In our
exampie this unwanted effect appears because the core region of the triangle is a single point only. Thus, only one
single point in the test set needs to differ and the result is not reliable,

If we use the trapezoid membership function with a core region of a size covering nine test data samples
{including the outlier), the rule confidence at membership degree 1 is 88.89 %, the lowest value for the rule confidence

considering all membership degrees in this case. but a much better value than in the triangle case (0 %).
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Rule confidence
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o

Figure 2: Rule confidence in reiation to membership degree. In this example the rule confidenee is monotone
descending. ’

Now, one could argue that this is a very antificial dataset, but unfortunately the situation remains the same on real world
data, see next section. We call this effect membership unrobusiness.

Example 3:

To demonstrate the effect of membership unrobustness we calculated - in a sirnilar way as in Example 2 - the rule
confidence for asymmetric trapezoid membership functions obtained by training the system [3]. As benchmark data we
used datasets from the Proben archive [7]. Here, we present the results using the dataset Diabetes! with overlapping
class regions. Approx. 25 % of the data could not be ciassified cor-ectiy. In Figure 3 the rule confidence (mean of all
the rules) in relation to the membership degree is shown for both classes of Diabetes]. A higher ruie confidence for
class one is obtained at lower membership degrees ( 0.0 to 0.4 ). The best rule confidence for class two is cbtained at
the membership degree 0.6 . Thus, the size of the core tules should not be smaller than the size of the rules with these
corresponding membership degrees.
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Figure 3 Mean rulc confidence (i %) in relation to the membership degree for the two classes {Diabetes| dataset).

Using toc small core regions, the effect of membership unrobustness 1s very hazardous when cutung ¢« -rules from the
trapezoids at higher membership degrees. These « -ruies have in fact a lower rule confidence than & -rules of lower
membership degrees. Of course, if we would use the mangle m~mbership functions instead of trapezoid membership
functions the effect of membership unrobustness would even be stronger since one single point {(the top of the mangle)
is the smaliest not empiy core region that 1s possible.
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Example 4:

Let us consider another, more important real world example. in abdominal intensive care medicine patients are 1n a very
critical condition. Often patients develop a septic shock that is associated with a high lethality of about 50 %. Itis
always related to measurements leaving the normai range (e.g. blood pressure, temperature, respiratory frequency,
number of leukocytes), and it is often related to multiorgan failure. We constder 70 patients whe developed a septic
sheck during their stay at the intensive care unit of J.W. Goethe University Clinic. The data was coliected from 1993 to
1997 [5]. 38.6 % of the 70 septic shock patients deceased.

To demonstrate the effect of membership unrobustness let us consider the dataset F,, containing the
measurements of the 12 most frequently measured variables: creatimin {mg/dl}, calcium [mmolA], arteriat pCO,
[mmHg}, pH [-], haematocrit %], sodium [mmol/1], leukocytes [1000/u1], haemoglobin [g/dl], central venous
pressure (CVP) {cmH,0], temperature [°C], heart frequency {1/min], systolic blood pressure {mmHg]. To timit the
influence of missing values, we demanded the existence of a minimum of 10 our of 12 variables for each sample. so that
1698 samples remained out of 2068 (1177 survived, 521 deceased).

70
] N
—_ class survived
®Rar
-]
g
g O
©
= class deceased
& 1t
[+]
o —_—— —— O /
=l 1) - - O
-4 T, -
BN
10 S
®
0

U 01 G2 03 04 05 06 07 08 09
Membership degree

Figure 4: Mean rule confidence (in %) in relation to the membership degree for the two classes {dataset £, ).

In Figure 4 we see that the highest rule confidence is obtained at membership degree 0 (0 -rules) for class survived
and at membership degree 0.3 (0.3 -ruies) for class deceased. This is another example for membership unrobustmess
using too smali core regions. Since the data probability of class deceased is lower than for class survived, the mean
values of rule confidence for class survived are naturally higher than for class deceased.

To get an impression of the results, we present one o -rule for the class survived at membership degree
it =0.3 and one at membership degree u =1.G. Rule | has a higher confidence on the test data than rule 1*. Thus, rule

| instead of rule 1* should be presented to a phvsician. Another benefit of rule | is the higher frequency on test data.
Due to the lower (statisticaily too low!) frequency of rule 1* on test data, aiso the confidence on test data is not as high
as for rule |, In rule 1 resp. 1* the variables systolic blood pressure, antenal pCO,, haemeoglobin, creatinin and sodiuvm
are not relevant. Technicai note: not all the values of the variables for different membership degrees need to differ (e.g.
heart frequency). This is due to algorithm 3] where the trapezoid shape may degenerate to a rectanguiar shape for some
dimensions in the positive and:or negattve direction.

Rule 1{u=03) Rule 1*{u=1.0):

if var heart frequency < 110.16 and if var heart frequency <110.16 and

var CVP 2 7.00 and var CVP 2 7.00 and

var pH 2 737 and var pH = 7.38 and

var temperature in (34.4537.42) and var temperature in (37.58.36.78) and

var leukocytes 21,50 and var teukocytes £19.45 and

var haematoerit = 26.04 and var haematocrit 2 28.44 and

var calcium <2.50 var calcium < 2.50

then class survived with frequency 0.169 then class survived with frequency 0.077
and confidence 0.669 and confidence 0.627
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Another rule example (rule 2 resp. 2*) for class deceased show the case that no test data samplz is impited by a core .
rule with membership degree ¢t =1.0, i.e. frequency = 0. This happens every time the rule defining hyper rectangie 1s

statistically too small. Core rule 2* demonstrates that it is not reliable to model too small regions of higher membership
degrees. In this case only zero confidence could be attributed for rule 2*.

Rule2 (p=03) ' Rule 2* (1 =1.0):

if var systolic blood pressure 2110.80 and . if var systolic blood pressure =139.20 and

var CVP 24,50 and var CVP 215.00 and

var {eukocytes 216.72 and var leukocytes 2 23.56 and

var sodium <146.28 and var sodium <131.08 and

var calcium £2.19 ] var calcium <1.89

then class deceased with frequency 0.047 then class deceased with frequency 0.000
and confidence 0.512 and confidence 0.000

It is possible to generate fuzzy antecedents out of the trapezeids, but this topic we will not discuss here. With the help of
such classification rules we have recently built an internet based alarm system to warn physicians whenever a septic
shock partient becomes very critical [8].

RECOMMENDATION

As we dernonstrated tnangle'membership functions and trapezoid membership functions with too small core regions are
not appropriate for modeling regions (resp. o -rules) where the rule confidence should be very high both for training
and test data. Of course. the solution for this dilemma is not to allow the system to generate t0o small core regions.
Since the core region is a single point when using the triangle membership function, it represents the most confident
data region in the worst possible way. The region with the highest membership degree represents usually not the region
with the highest rule confidence on real world data. Larger reg_ons are statistically more appropriate to modef regions of
a high membership degree. Therefore, we recommend the use of trapezoid membership functions with larger core
regions rather than trapezoid membership functions with smull core regions or even tnangle membership functions
where the core region is a single point only.

CONCLUSION

We discussed the usage of triangie and trapezoid membership functions. Both types of functions are reliable in practice.
The main disadvantage using membership functions with too smail core regions (e.g. triangle functions) considering
applicatons in pracitee {real world data) is the less rule confidence of the & -regions resp. « -rules of higher
membership degrees « . In fact, for membership degree | the corresponding rule confidence could be the worst. Thus,
the high membership degree 1s misleading with respect to rule confidence. By different examples we showed that it is
more rehable 1o use trapezoid functions. avoiding too small core regions. For every dataset and every rule exists an
individual best. not too small size of the core region. Finding the optimal size of core regions of membership functions
by calculzuon or adaptation 15 still an open probiem.

Acknowledgement: Mv work was partially done within the project MEDAN [8], supported by the DFG.
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ABSTRACT: The eye gaze point and the pupil size of five subjects were recorded during an overnight driving
simulation task. By scoring the recorded videos clear raicro:leer events {MSE) and clear non-microsleep events were
picked out and the measured signals i the preceding eight seconds were analyzed. The spectral power densities of these
segments were classified using Learning Vector Quantization, Setf-Organizing Map and Growing Cell Structures. For
the latter two networks the supervised and the unsupervised version were applied. Best resuits were obtained with a
modified LVQ3 network.

KEYWORDS: Learning Vector Quantization, Self-Organizing Map, Growing Cell Structures, Evetracking

INTRODUCTION

Many authors suggested the measurement of the pupil size and the eve movements to estimate a subject's alertness ievel
[5. 6. 10. 11, 12]. The first three groups used electrooculography (EOQG); the later two groups used infrared corneal
reflection as measurement principle.

The present study emploved an evetracking svstems based on the analysis of the combined corneal and foveal reftection
(1} Qur intention was not to estimate the alertness levei at a time scale of some minutes. but to explore characteristics
of the evetracking signals immediately before the onset of a microsteep.

Five individuals with an age between 19 and 28 vears participated ir a monotonically overnight driving simulator study.
Every hour from ! a.m. until 7 a.m. on¢ driving session of 25 mun length was carried out. The portrait of the driver and
the right cve was video recorded. The everracker was working in the near infrared with an accuracy of 0.65 deg and
measured the pupil diameter (D1, and the herizontal (X1 and the vertical {Y) componeni of the eye gaze point in the
ptane of the driving simulator screen with a sampling raie of 30 Hz.

Microsicep evemts (MSE) were visually scored off-line by an expert using the video recordings and simultaneousty
EEG recordings. Clear non-microsieep events (INMSE} were scored in the same manner.

The X- and Y-signals had a sertes of mussing values during eve blinks. Thev were substituted with Beziér spline
interpolaton. Addimonaliv outhier elimination was necessary, especially for the Y-signal immed:ately afier an eve blink.

Figure 1: An ¥ scc segment of the pupil diameter D ilower graph) and of the evtracker signais X and Y (upper graph).
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603 segments of the length of 8 sec were taken out of all three signals (X,Y,D) immediately before a MSE and before 2
NMSE (Fig. 1). Afterwards any linear trend was eliminated and a we.ch window was applied to improve the results of
the following Discrete Fourier Transform. The reduction of the total power density due to the windowing was corrected
using the Parceval Theorem.

For each signal we got 80 Spcctral power density samples in the range from 0 to 9.9 Hz with a resolution of 0.125 Hz.
All speetral samples were used as an input vector for the neural networks.

To build up a classifier for input vectors of the MSE- and of the NMSE-class we applied three types of vector-based
neural networks: the Learning Vector Quantization neiwork (LVQ) |7], the Self-Organizing Maps (SOM) {6] and the
Growing Cell Structures (GCS) [3].

The LVQ networks are trained supervised; here the binary information MSE / NMSE was used as teaching input.
Kohonen suggested three modifications LVQ1, LVQ2 (LVQ2.1) and LVQ3. The first modification uses an adapted step
size, whereas LVQ2 leads to an adaptation of neurons in interclass regions. LVQ3 additionally allows a slight
adaptation of weight vectors in intraclass regions [8}. )
The SOM and the GCS networks are trained unsupervxsed After training, both network types were calibrated with the
binary MSE / NMSE information. SOM tries to minimize the error of vector quantization and to some extend to find a
discrete approximation of the probability density function of the input vectors. GCS are incremental neural networks
and are with some restrictions capable to approximate the probability density function of the input vectors. The
topolegical structure is a k-simplex. We chose k = 1 and k = 2 to be able to visualize. Two-dimensional rectangular and
one-dimensional topologies were applied to the SOM networks.

RESULTS

Each network was trained with severat parameter settings and with several initializations of the weight vectors. Before
each training the learning set was randomly partitioned in training s=t {(80%) and in test set (20%). After training had
finished, the reciassification rate was estimated by the ratio of corr:ct classified to zll applied input vectors of the
training set. The classification rate was estimated in the same way with input vectors taken from the test set.

We caiculated the ciassification and reclassification rates in 1.7 10° different network simulations with different
parameter setiings, like number of neurons, leamning rate factor and parameters of the neighborhood function and
difierent variables seiections for the input vectors and different learning set partitions. Fig. 2 shows an example.

Q0

a5

(=] £0 100 150 200

Figure 2: Tesi-set classification rate (in percent) versus number of neurons for an LVQ3 network. The input vectors
contain spectral power densities of the pupil diameter D only. The lines indicate the mean * standard deviation
range.

The optimal number of neurons ranged between 8 and 20. With an increasing number of reurons the LVQ network
shows a better adaptation to the traiming set, the reclassification rate is mostly above 90%: but 1t shows a decreasing
abiliry to generatize indicated by decreasing ciassification rates.

The average maximum classification rate was obtained by searching the maximum of the mean + standard deviation
(upper curve in Fig. 2) for alt differem settings of the LVQ networks (Tab. 1). initialization with median means that we
assigned ta cach component of the weight vectors the median value of this component over all mput vectors. During
data driven initialization each weight vector was assigned to a randomly selected input vector. Furthermore, in the first
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30% of all training iterations the network was trained disregarding the class membership of an input vector to diminish
the variance of the classification rate [4]. .

Network | Initialization Scaling D | Y { X |DX|DXY
LVQl1 median none 77 69 | 7 | 71 72
‘LVQ1 data driven none 77 68 | 71 | 70 | 71
LVQ1 data driven square root 74 71 L 72
LVQ1 data driven normalized 75 72 { 75
LvQz2 median none 77 75 | 74
LVQ2 data driven none 79 75 | 74
LVQ3 median none 80 75 | 74
LVQ3 data driven none 80 75 | 75
LvQ3 data driven square root 77 73 1 74
LVQ3 data driven Normalized 73 75 | 79

Table ;. Average maximum test-set classification rate {in percent) with different LVQ networks, different initializations
and different scaling applied on different feature sets. (For details see text)

We tried 2 number of different scaling, but we want to report only the results of no scaling, the square root of each input
vector component and the normalization of each component with respect to the sum of all components (relative vaiue).
In the columns ‘D’ *Y", *X’ the input vectors consisted only of the spectral power densities of the I, Y and X signal
respectively. In column ‘DX all spectral values of the D and X signal, »nd in ‘DXY" all spectral values of the D, X and
Y signal were used. The best results were obiainzd with the set of input vectors obtained from the D signal only.
Apparently. if we add further components to the input vecters as in the columns ‘XD’ and *XYD’, the results are not
improvabte. On the one hand we presented supplementary and independen: information to the neural networks, but on
the other hand the number of dimensions of the input space was ouviously too much.

Typically SOMs caiibrated with the MSE and NMSE information are shown in Fig. 3 and Fig. 4 using the U-martrix
[13]. The U-matrix represems distances of topological neighborea weight vectors in the input space and is visualized as
gray shades. Larger distances of neighbored weight vectors are visualized by darker gray shades. Weight vectors in the
NMSE regions show larger distances than weight vectors in MSE regions. Under the assumption that the SOM has
found a correct approximation of the probability density function of the input vectors this indicates that the MSE class
has a higher probability density and 1s more compact. The Self-Organizing Map of Fig. 3 also shows that the NMSE
input vectors are mapped preferably to the left part and to the lower part o1 the map, whereas the MSE input vectors are
mapped to the rnght upper part of the map. Between both regions there is a region of overlapping classes.

The differenuated U-matnx (Fig. 4) roughiv shows the region of overtapping classes with hight shades. The two classes
are distributed in only two more or less compact and overiapping regions in the input space. This could explain the
decreasing abhlity of generalization with increasing number of neurons and the onset of this effect at small numbers of

neurons already.
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Figure 3: Typicail calibrated SOM. Grav shades indicating the U-matrnix. Microsleep events {dark nodes} and non-
microsleep events (light nodes) arc separable with some limitations. Vacancics indicating dead neurons.
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Figure 4: The same SOM with a differentiated U-matrix. Gray shades indicating the U-matrix. Microsleep events (dark
nodes) and non-microsleep events (light nodes) are separable with some limitations. Vacancies indicating dead
neurons,

The GCS networks were trained and tested with the same method 2s the SOM. Additionally, there is a fast leaming by
inserting and deletmg neurons depending from a locai criterion. Two criteria were proposed [2]: the mean vector
quantization error (vqe) and the tocal probability density function (pdf). For the calculation of the pdf the volume of the
n-dimensional voronoi cell was approximated with the volume of the n-dimensional hypercube, generated with the
mean local weight vector distance [2].

Network { No.ofpeur. | dim. |Criter. | -D |1 Y | X '] DX |DXY
SOM 20x ) 1 76 72 170
SOM 20 % 10 2 74 68 | 68
SOM 20% 20 2 72 66 | 67
sv SOM 20 x 1 1 70 67 | 65
sv SOM 20 x 20 2 69 62 | 62
GCS 300 ! pdf | 74 ! 74 1 70
GCS 300 1 | vge [ 75 69 | 69
GCS 300 2 | pdf | 74 L 69 | 69 1
GCS 300 2 | vee | 74 68 | 68 |
sv GCS 300 ! pdf | 70 ! 69 70 |
sv GCS 300 ) vage | 68 | [ 66 1 65

Table ;. Average maximum test-set classification rate {in percent) with SOM and GCS networks, different number of
neurons applied on different feature sets. Supervised modifications are marked with 'sv'. {For details see text)

Both networks. the SOM and the GCS. came 1o lower average maximum classification rates compared o LVQ
(Tab. I1). This 1s not surprising because their tratning 15 unsupervised.

Following the suggestions in (8} a supervised training for SOM was appiied. The input vectors are concatenated during
tramning with 2 binary unit vector of encoded class number. Every class 1s assigned o one component of the unit vector.
in the recali phase the input vectors are applied without the unit vector. In two- and three-dimensional examples one can
see, that this modificauon leads to a higher density of prototype vectors in interclass regions. This 1dea was applied to
the GCS network tn the same manner.

Surprisinglyv. the supervised versions showed poorer classification rates, approxmmately 5% below the results of the
unsupervised version. Compared to the unsupervised version the ability to generalize was peoorer and the adaptation
{training sct classification rate) was improving.

With SOM and with GCS the best results were obtained processing D) data only and mapping on one-dimensional
topelogy. In this casc 1t 1s not considerable to choose vqe or pdf as fast learning criterion function. If pdf and one-
dimensional topology was chosen the results were about equal for signal D and for X.

The visualizanon of the topology yielded no results. Between one and three secparate topological nets grew during
trainmg. o nct contained a large majority of input vecters of the MSE class.
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ABSTRACT: In this paper we will propose a method for enhanced evaiuation of classified input vectors. For an
arbitrary noisy and labeled data set, which can have several mexima of the probability density function (density
centers), an automatic distinction of input vectors into “good classifiable” and “bad classifiable” is done. In a first
training and testing phase (filter phase) the goodness of each input vector is calculated by means of vector based
artificia; neurai networks, typically Learning Vector Quantization. In a second phase (evaluation phase) oniy “good
classifiable” input vectors are used to train a Self-Organizing Map (SOM}. For an antificial and a real world data set
with compz.ct but overlapping probability density functions it is shown that the complexity of the SOM output space is
reduced. In some applications it might be possible to enhance the generalization properties of the SOM classifyer by
using onty “good classifiable” input vectors during training.

KEYWORDS: Learning Vector Quantization, Self-Organizing Map

INTRODUCTION

Two basic assumptions of pattern recognition are compactness and separability of regions in the feature spice. But
many real world classification tasks suffer more or less from viola.ions of these assumptions. One reason mwy be
uncertainty of cijass membership. Other reasons one may give for are noisy processes. Automatically learming
algorithms. like neural networks, are often overtaxed. A large uumber of neurons garantees high adaptivity 1o the
training data set. but not necessarity to a high adaptivity to the test datza set (generalization ability). For example,
numerical simulations of a two-ciass problem in high dimensional input space. where data samples came from two
CGaussian processes with identical parameters. resulted in very good reclassification rates {(correct training set
classifications) of 95 % and more. But classification rates {correct 1est set classifications) remained poor (50 %, the rate
of arbirrarily classification). This has to be expected. because there is nothing to generaiize in the data set.

The assumpuion of compact and separable regions is related 1o the concept of voronoi cells of nearest neighbour type
ciassifiers. like vector based neural networks. After training a classifier should have voronoi cells containing input
vectors of ane class only. Otherwisc. if this is not achicvable. each Voronoi cell should have highest possible punty,
that means the cell contains a large reiative amount of input vectors with an uniform label.

METHOD

Onc way lo improve the purity of Voronoi cells could be obtained by teaming over multiple training. Before each
training run the classifier 1s mitalized randomly. After training the purity of each voronoi cell is calcuiated and assigned
as weighting factors 1o their input vectors. Input vectors of cells with high purity are assigned to a high weight and input
vectors of cells with low purity are assigned to a low weight. The weights for each input vector are stored for later
visualization and further processing.

LVQ1 is a version of LVQ and belongs to the supervised learning; vector based neural networks [3]. With the principle
of competition learning an adaptation of the prototype vectors 1o the distribution of the input vectors will be aimed. This
paradigm s known as vector quantization. As similarity measurc between input vector x and prototype vector w the
euclidian distance was used. During training the prototype vector w,, which is closest to x, is updated at iteration index ¢
by:

Aw (1) = 2 {1} [x(t) — w(1)] (1
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If input vector x and winner neuron w,. belongs to the same class, than using the positive sign of Eq. (1); ie. w,
decreases the distance to x. Otherwise w, increases the distance to x. With increasing iteration index t-the step size 1(t)
becomes smaller, until finishing the training by a criterion [5).

In order to avoid dead neurons and a large variance of the classification rate due to random initialization a modified
version of LVQ1 [1] was applied.
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Figure 1: voronoi cell with prototype vector(cross) Figure2: histogram of input vectors weights
and 10 input vectors (small circles) from Fig. 3

After training the purity of each voronoi cells has to be calculated. In the case of two classes the purity g; was estimated
by:

gl = nl/(nl + k|) (2)

where n, is the number of major input vectors of one class and k; is the number of input vectors of the other ¢lass. The
denominator of Eq. (2) 15 the size of the voronoi set. For the example (Fig. 1) one obtains: n, = 8. k; =2, g;=0.8.

The g; is assigned to each input vector of the major class in the voronei cell of the prototype vector w,. The input vectors
of the other ¢lass are assigned to (1-g,).

The tramning is repeated manyv times with new random inttializations. The weights g;, stored for every input vector, is
averaged from tramning to training. Input vectors lying i compact regions of one class have a probability to reach high
weighus.

TWO-DIMENSIONAL EXAMPLE

Two overiapping classes, each distributed in two regions. were generated in two-dimensional space (Fig. 3}, All 2,000
input vectors were apphed to muluple traimng of LVQ1 networks with 20 neurons. The number of training runs
was T = [0

Figure3: Gaussian mixture data of 2 classes Figure 4: Filtered data from Fig. 3
{class!: pgrev, class2: black:

The calculated histogram (Fig. 2) shows high input vector weights for the most input vectors. The simulation shows that

singuiar input vectors of one class in a region of the other class (e.2. black dotr in the upper right and the low left light
gray regions (n Fig. 3y were assigned to very low weights.
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Introducing an arbitrary threshold leads to Fig. 4, where about 20 percent of all input vectors having weights lower than
0.65 were bianked. Without the blanked input vectors the voronoi celis of the LVQ network reach fully. purity.

MULTIDIMENSIONAL EXAMPLE

The following example comes from a motoric ability test. 21 normal subjects aged between 18 and 32 years (1 7males, 4
females) took part in a test to hold the balance on the left leg, while standing an a double movable base plate. The
resulting two-dimensional swinging movement x(t) and y(t) was measured and digitized with a sampling rate of 90 Hz.
The test was done without and under the influence of alcohol [4].

Segments of the length of 5 sec were extracted and the spectral power densities were estimated using discrete fourier
transform. Further features were estimated by the empirical covariance matrix of all samples and by calculation of the
entiopy leading to leaming set of 810 classified 36-dimensional input vectors.

The multidimensional learning set was processed in the same way by multiple LVQI training, but visualization is out of
reach. Therefore the Self-Organizing Map (SOM) as a dimensionality reducing neural networks was applied [2]. For the
calibration of the SOM the class information of input vecters were used.

The separability of twe classes on the 20 x 30 map (Fig. 5; is complicate. There might be an interclass region with mput
vectors of both classes.

After applying the muhiiple LVQ! training procedure with 100 trainings and 20 neurons the vectors were weighted and
setting the threshold to 0.5, leading to blanking of 160 input vectors. The resulting map shows well separable regions in
the output space (Fig. 6).

By choosing the number of neurons for the LVQ1 training one can control the number of voronoi celis and therefore the
complexity of the interciass border. A high number of voronoi cells lead to a high purity and high weights of the input
vectors. But the extenston of the interclass region is also controlled by the weights and by the threshold.

Figure 5: 20x30 SOM for the non-filiered feature Fig. 1. 20 x 30 SOM for the filtered feature
vectors of BIOSWING data veciors of BIOSWING data
dark grav: “with alcohol class™; light grayv: "without alcohol class’

The proposed method as a combination of filtertng and visualizanon could be used for removing of problematic feature
veetors. Unproblemanc feature vectors arc asstgned te high weights and are unchanged for following analyses. The
method can simplify classifiers to represent fewer compact regions, whose validity has to esumate separately.
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ABSTRACT: Excessive use of pesticides for plant disease treatment raises the danger of toxic residues on agricultural
products reaching consumers. Because pesticides belong to the highest cost component in the production costs of field
crops and have been idenufied as a major contributor ¢ ground water contamination, their use must be reduced
dramatically. Thus can be obtained by targeting of pesticides or those places where they are needed. One solution is to
use remote sensing. The difference in spectral reflectance and fluorescence response between healthy and diseased
wheat plants was investigated. Visuahsation of data properties has been investigated with the use of Self-Organizing
Maps. Discase detection algorithms have been developed based on the combination of SOMs with sensor fusion.
Through the use of SOM. classification performance increased to more than 99%. These results are very encouraging
for the develonment of a cost-effective opticat device for recognising different kind of stresses automatically.

KEYWORDS: Neural Networks, Self-Organizing Systems, Classification, Agriculture, Plant diseases, data mining

INTRODUCTION

Excessive use of pesticides for plant disease treatment increases costs and rawises the danger of toxic residue levels on
agnicultural products reaching consumers. Because pesucides belong 10 the highest cost component 1in the production
costs of field crops and have been wenuified as a major contributor to ground waler contammaton. their use must be
reduced dramatically . This can be obtained by a more precise targetng of pesticides on those places in the field where
thev are needed

The use ot remote sensing through opuical nstruments provides a solution o the problem of automatic disease and
stress detectuion The difterence in spectral reflectance between healthy and diseased wheal plants was investigated 1n
order o usy 1l as & means [or automauc detection of plant disear o5 Further. fluorescence kincuies measuremnents were
used 12 gain extra information about the stress situation of the plani,

The spectrai reflectance was measured by means of an imaging spectrograph { 1] m order 1o detect different stresses as
early as posstble. Fluorescence Kineucs measurements were made in order to enhance stress discnimenanon through
sensor fusion with the reflectance measurements The fluorescence was recorded with the PEA (Plant Efficiency
Analyser) fluonimeter.

Multtsensor tusion was used together with different clessifiers like QDA and SOM. The advantage of using fusion
compared with each sensor alone 1s proven both in the case of the QDA and the SOM. The SOM gives superior results
vs. QDA. The combmmaton of fusion and the SOM neural network give supertor results and provide an effective
solution 1o the automated plant disease and stress detection thus facihtatng environmental control of unwanted
sttualions or water stress problems.
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REMOTE SENSING - SPECTRAL INSTRUMENTATION

The equipment used during the experiments consisted of a Digiteyes visual monochromatic camera on which 2 V9
Specim spectrograph was mounted. The proposed weed sensor produces a retlectance spectrum of each point on a
narrow linear stripe on the target surface [1] It consists of 3 paris: an objective lens, an imaging spectrograph, and a
camera. The working principle of an imaging spectrograph is shown in Fig. 2.

The objective lens (not shown in figure 2) projects the image of a field patch on the slit aperture of the spectrograph.
This slit extracts a small stripe from the patch on the ground. The front doublet in the spectrograph collimates the light
coming from the slii. The light is then split into its spectral components by diffraction. The second doublet forms an
image of the diffracted light on a (monochrome)} camera. In this way, the camera has one spatial axis and one
orthogonal spectral axis. The system used was designed and made commercially available by Specim [1].

‘VUVch-nm};

Figure 1: the Specim V9 Spectrograph mounted on a Figure 2: Working principle of spectrograph.

Digiteyes monochromatic camera.

REMOTE SENSING - FLUORESCENCE KINETICS INSTRUMENTATION

The fluorescence was recorded with the PEA (Plant Efficiency Aualyser) fluorometer of Hansatech. The fluorescence is
excited by ultra-bright LEDs with a peak wavelength of 650 nm. Chlorophyvil fluorescence signals are detected using a
PIN photocell after passing through a long pass filter (50% transmission at 720 nm). The recerding time during the
experiments was | sec with a resolution of 10 microsec during the first 2 miflisec and afier that with a resolution of |

millisec. A leaf ¢lip was used to avoid the entrance of ambient ligl t into the photocell.
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Figure 4: The fluorometer records the transient response
of the chloroplasts to light excitation thus giving a quick
health check

Figure 3: {llustration of the PEA Hansatech fluorometer
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MULTISENSOR FUSION

Multi-sensor data fusion systems combine data from multiple sensors to perform inferences that may not be possible
from a single sensor alone [2], [3]. Applications span military problems (target identification, threat assessment), remote
sensing problems (location of mineral resources), medical diagnosis, control of complex machinery, autonomous robots
[3} and automated manufacturing. Data fusion is analogous to the ongoing cognitive process used by humans to
integrate data continually from their senses to make inferences about the external world.

Development issues for data fusion systems depend on the phenomena that are observed, the type of sensors utilised,
and the inferences sought. These inferences in turn determine the type of technigues required. Generally applications
aimed at higher-level inferences require techniques from the artificial intelligence domain such as expert systems.
template matching, neural networks and fuzzy logic.

A fundamental issue is the architecture selection [2]. The issue revolves about the question of where to fuse the data in
the processing flow of two or more sensors. There exist three basic multisensor fusion architectures:

+ Centralised fusion architecture: fuses raw data from multipls sensors to determine the identity of the observed
object. It is useful mn the case that the sensors observe the same physical manifestation of an object (e.g. infrared
and visual image).

Advantage: the minimum information loss (no feature extraction) leads to high classification accuracy.

Disadvaniage: high computational requirements on the final decision calculation since feature extraction is not used.

+ Centralised fusion with feature vectors: preprocessing is applied to each sensor reading tn order to extract a
feature vector. These feature vectors are concatenated n a single vector and are used as input 10 a classification
algorithm.

Disadvaniage: the feature extraction leads to information loss.

Advantage: quick computation of the final decision calculation since feature extraction 15 used. reduced

communications requirements between sensors and fusion process. The use of feature vectors allows daiz from

noncommensurate sensors 1o be fused.

¢« Autonomeus fusion: In this approach the output from each sensor 1s a decision (i.c. declaration of identity). Smart
sensors can be imegrated in this kind of fusion.

Disadvantage: ttus approach results in a major information loss because the information processing for each sensor may

result in a local opumisauion rather than a globally optimal solution.

Advantage: very fast computanon of the final decision calculation since partial decisions are availabie.

Taking o account the above considerauons, the opumal archrtecture for disease and stress detection would be one that
results nto 3 minimum mformauon loss but can be tast enough o be implemented in real-ume. Centralised fusion with
feature vectlors seems the most appropriate because it satisfies both requirements of accuracy and speed.

FUSION OF REMOTE SENSING DATA

For the fusion of different seasors. the spectral resuits were added to fluorescent kinetic measurements. Four different
treatments were produced 1n order Lo mduce the difterent siress sitwations that had o be detected. The four reatments
were coded and performed according 1o the tollow g fisy

s-w-o control treatment’ healthy and well watered

s=w-" inoculated treatment with Sepronia tring:, well watered
s-w~: healthy treatment. deficient water supph
s—w-1noculated treatment, deficient water supply

B b e

In a first step fluorescent data and spectral data are investigated separately through quadrauc analysis. The spectral data
consisted of 6 variables (6 wavebands) found in the “best” waveband combinauon suggesied in the spectral report. The
fluorescent data consisted out of two vaniables

Overview of thc used vanables:
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Spectral reflectance data
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Fiuorescence data:

6 wavebands of 20nm wide:
463nm +/- 10nm
508nm +/- 10nm
576énm +/- 10nm
689nm ~+/- 10nm
735nm +/- 10nm
916nm +/- 10nm

Fo : fluorescence at 0.05ms

Fy/Fu : efficiency of the primary photochemistry
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Figure 3: Position of different wavebands which
separate the different stress types over the entre
monitoring period dunng the experiment on
Septoria and Water Stress.
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Figure 6: average normalised fluorescence
kinetics curves for healthy and diseased plants.
Both treatments grouped water stressed and well
watered plants.

By choosing a ‘best’ combination of wavebands. results are similar to ones found by using an F-test. The ‘best’
combination consists of two NIR, two red. one green and one blue wavebands. This combination uses most of the
vaniation of the entire spectrum, which explains the ability of separating diseases in both early as latter discase

development stages.

Further, the spectral features were put together with the fluorescence features in order 10 try a fusion of the two sensors.
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SELF-ORGANIZING MAP

The Self-Organizing Map (SOM) [4] is a neural network (NN) that maps signals (x) from a high-dimensicnal space to a
one- or two-dimensional .discrete lattice of neuron units (s). Each peuron stores a weight (w,). The map preserves
topological relationships between inputs in a way that neighbouring inputs in the input space are mapped to
neighbouring neurons in the map space. A graphical representation iljustrating the functioning of the SOM is shown in
figure 7.

Figure 7: Graphical representation of the SOM

A way of using the SOM 10 find correlations berween the data i to label thz neurons of the SOM using a different set
than the training set and finding the best-matching-units (BMUSs) for «very exatnple in the testing set or labelling set.
Some of the neurons that are selected most frequently by examples of one class are labelled based on a voting
procedure. These neurons are then able to estimate the class of a nzw example presented to the SOM by calculating the
Euclidean distance of the example vector to the codebook vector of each neuron and finding the EMU. The label of the
BMU is then the estimated class of the new example vector. The neurons that are not labelled constitute the borders of
the classes and show the degree at which example observations from one class can be misclassified as observations
belonging to another class. After training . each node acts as a representation of a particular class of the data vectors that
were mmput into the network. Nodes which are adjacent to one another represznt similar, but not identical vector classes.

VISUALISATION OF DATA PROPERTIES USING SOM

The labelled SOM shows the different classified samptes from the lesting dataset. The labels of the different units
correspond 1o a majcrity voting procedure. which gives the label accordimg 10 the ciass attnibute of the proportion of the
his. Such a labelled SOM 1s shown 1n figure 6.
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Figure 8: Labelled SOM showing class topology. Labels are showing healthy {

and both water deficient and diseased (=X) units r=lated to early disease detection.

The vectors that have been stored as codebooks represent the median veciors for this neuronal unit. Each umit carries

ane such codebook. The way these codebooks vary shows their to

between the different compenents of each codebook. Such a SOM with codebooks presented for each unit is shown in

figure 9. The relation between the different components can be inferred from the shape of each codebook.

nectral reflectance features for early diseasc detection

Figure 9: Feature relation for the 4 5

of the SOM appears because certain of the input vectors have exhibited abnormally large values and have therefore

Certain codebook vectors of the SOM have a much larger distance from the rest of the codebook vectors. This distortion
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created a codebook vector that can detect changes in the input signal when these occurr. Such behaviour can be actually
visualised through the utilisation of a U-matrix. The U-matrix [5] is a matrix of distances between. neighboring map
units. Distance matrices essentially show the density of prototype vectors in different parts of the map. Color-coding
can be used to indicate distortion in case of prototype vectors that have large distance from their neighbors thus
revealing the structure of the data. Variable 3, which represents the 543 nm band carries the most novel information.
The classes of stress are shown simultaneously with the U-matrix for the component plane related to the spectral feature
corresponding to the 463 nm (+/- 10 nm) band. The colormap in figure 10 shows the distortion gradient to the direction
of diseased plants. The structure of the distortion of the SOM gives a visualisation of the class borders determined by
each SOM component plane that corresponds to a spectral feature. It can be deduced that the blue wavaband 463 nm
(+/- 10 nm) provides most of the discrimination capability in separating the disease related spectra from the other
combinations (water stress, healthy or water stressed and diseased simuitaneously).

Vanable3
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Figure 10- Labelied SOM Clusters supenimposed on the varation colormap of the most discriminating spectral
component {576 nm). Vartable 3 ts the most diseriminating component because the fluorescence features were put as
variables | and 2. Labels are showng heahlihv (=H). diseased {=S). water-siressed (=W) and both water deficient and

diseased (=X} units related to early disease detectron

RESULTS AND ASSESMENT OF THEIR SIGNIFICANCE

First a QDA (Quadranc Discriminant Analvsis) classifier has been used. A high crror rate s noted when using spectral
reflectance ieatures {table 1) In contrary fluorescence features gave better results 12 disease detection {table 2,

Addmng spectral data 1o the fluorescence data a datasct of 8 variables 1s created. A SOM with 20x20 neurons was
applied con the combined dataset of spectral and fluorescence measurcments. Total musclassification rates dropped to
1.7% for disease discrimination (table 4).

Table |. Performance of reflectance based QDA classifier

i Detected %
N |

s+ 5

144



s+ 76.3 23.7
S- 134 86.6

Tabie 2. Performance of fluorescence based QDA classifier

Detected %
- S+ s5-
[y o)
& =] s+ 88.4 11.6
$- 10.4 89.6

Table 3. Performance of fusion based QDA ciassifter

Petected %
— ! s+ S-
0o
ge s+ 32.1 7.9
5- 6.3 93.7

Table 4. Performance of fusion based SOM classifier (s: septoria, w: water stress, +: present, -: absent). S-w- denotes
the healthy control plants.

Detected %
o S+w+t S-w/+ S+Ww- S-W-
= S+w+ 99.3 0 0.7 0
& L sw+ 0 979 | 14 0.7
& [stw- 1 0 25 | 961 | 14
ssw- | 0 0.7 11 98.2

CONCLUSIONS

Disease and stress mfestaion on plants was successfully detected through the use of remote sensing. The remote
sensors were a spectrograph and a flucrometer. The developed techmque used a hybrid classification scheme consisting
of a mulisensor fusion svstem and a Self-Organising Map. The SOM provides a variety of tools for visualising the
correlations and significance of certain spectral variables that affect most the detection capability of the proposed
intelligent disease recognition svstem.

Multisensor fusion was used together with different clessifiers like QDA and SOM. The advantage of using fusion
compared with cach sensor alone 15 proven both 1 the case of the QDA and the SOM. A SOM using sensor fusion has
been proven 10 be able of optimaliv reccogmizing different stress sutuations on winter wheat under ambient hghting
conditions. The resulung svstem is able to recognise the simultaneous onset of disease and water stress from the other
stress factors. The SOM gives supenor results vs. QDA The combination of tusion and the SOM neural network give
very promising results and provide an effective solution to the automaled detection of plant pathological sistuations thus

faciluating environmental comtrol of piant diseases or waler stress problems through remote sensing and intelligent
hybrid stress identification algorithms.
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ABSTRACT: This paper deals with the design and implemer.tation of the intelligent system for the estimation of the
human supervisory operator stress level from the real-time acquired physioiogical parameters, both under the normal
and safety critical conditions, and the human supervisory operciors training improvement through this system
application. The system for the synchronised parallel phyvsiclogical parameters acquisition and monitoring was
presented in detail. This system consisted of the following components — measurement devices, client computers,
server, and SQL server. Seven client modules were implemented. from which four ones are more sophisticated, namely
the ECG chent module. EOG client modulie. eve-movement module, and general signal pre-processing module, The
other client modules were implemented as simple data-coliection clients performing no more sophisticated signal
analvsis and parameterisation. The stress curves reconstruction is discussed. The pilot experiments focused on the stress
level classification through the feed-forward neural network and fuzzy rule system were described.

KEYWORDS: Arificial Intelhgence in Stress Classification. Human Supervisory Operator Training, Safety
Assessment. Synchromised Measurement, Physiological Data Acquisiieon. Server-Client  Architecture, Signal
Processing. Fuzzy Expert System

INTRODUCTION

From the viewpoint of the tremendous growth in the area of a control of large technological processes, the method
enabling & real-ime monuoring of a human supervisory operator’s psvchical stress level appears as a suitable approach
promsing control process fault minimizanon through the elimination of fauits caused by the human factor. Particular
attention should be given to the application of the stress/fatigue level esumauon techniques. applied both to the
supervisory operators training process and o the real supervising of plant and control processes.

During the recent years, a wide spectrum of simulations of hunian behaviour and cognition. covering the whole area
from artificial intelligence and fuzzy logic to control theoreuc techniques. appeared on the scene [1][8][9][10].
However, there 1s still great deal the can be done in the area of a real-nme monitoring of a human operator’s psychical
stress and or fatigue levels and integration of such estimators in simuiation systems. An experimental Yoshikawa and
Takahashi's study [2] [3] focused on a research n the line of human’s cogniuve features, appears as a fundamnental
work m this field. A concept of the two-way adaptive human machine interface was presented. Basic concept was later
integrated tn Mutual Adapuive Interface (4][5]{6].

In recent years. several research projects were realized in the Gerstner Laboratory, focused on the evaluation of
dependencies between the supervisory human operator psychical stale (stress/fatigue) and the non-mvasive measured
physiological parameters, and on the apphlication of Al to the probiem of the stress/fatigue tevels estimation and/or their
dvnamucs description and prediction. Our previous research activities in this area are descnibed tn [11][12][13}

' This work was supported by the Ministrv of Education of the Czech Repubiic under Project LNOOB096.
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This paper deals with the semi-distributed system for the real-time monitoring of the physiological parameters and their
evaluation through the selected Al methods. The application of this system enables in essential in the area of training to
compare and evaluate the pbysiological capabilities of the human supervisory operators, evaluate their strengths and
weaknesses. It opens the door to the area of self-improvemen! and enables to discover situations in which the
supervisory opetators réach their boundaries and they are not able to explore their knowledge in an optimal way
because of stress. The presented semi-distributed system architecture takes in account estimated stress and/or fatigue
levels of real power plant human operators. A vast amount of physiological data collected during the simulated
experiments gives a satisfactory baseline for estimation procedures. Intelligent techniques have been applied to perform
collected data analysis. All these techniques contain knowledge on relationships among physiological parameters (heant
frequency. respiratory frequency, skin galvanic reaction, systolic and diastolic blood pressures, muscular tonus. etc.)
and levels of stress or fatigue. Because of impossibility to connect all the measurement equipment to one computer or to
synchronise collected data sample per sample, a semi-distributed system for the data collection, based on the client-
server paradigm, has been developed. :

MEASUREMENT OF PHYSIOLOGICAL PARAMETERS — HUMAN SUPERVISORY
OPERATORS TRAINING SUPPORT

The destgn. management and evolution of the educational plans are carried out by the specialised certified training
centers in accordance to requirements set by the particular power plants. The basic human supervisory operator training
consists of lectures (theory) and practical seminars. Involvemnent of the human supervisory operators in the training on
power plant simulators has two main effects, namely they acquire praciicai skills necessary for their future work on a
real power plant and the training enables to discover such of them, who are not able to explore knowledge acquired on
the theoretical lectures 1n a praxis.

The training on the power plant simulators covers both the normai and safety critical condition examples. Each example
is repeated several imes to improve acquired experience. In an ideal case, the trained example should be repeated as
long as it is clear than the human supervisory operator is fully trained for it. Normally. it is hard to decide if the human
supervisory operator is fullv trained or not, because of many factors. Particularly, many problems reflect basic
psychological principles that the natural capabilities of the human supervisorv operators differ in many ways. Each of
the humman operators needs different number of repeating of the trained example to be fully trained for 1. Another
prablem is that some exampies can be very stressful for the panticular supervisory operators and there is no mecn: nism
how ta discover them.

Reai-time measurement of the physiological parameters foliowed by the real-time stress level estimation can support the
raintng process in [wo ways:

- Tosera stress curve for each human supervisory operator for particular examples. This stress curve enables to
discover more stressful parts of the tramed example, to identify them and moedify the tramning process to
chmnate these weaknesses.

- To define a capturing of the tramed example for eack human supervisory operator and for each trained
example. This captuning of the tramed cxample conststed of three factors — comrectness, time and stress level.
Human supervisony operators have w find a correct solutior of the trained exampie in some admitted time
(usually seconds). The last factor characterizes a stress level set te the human supervisory operator. while he
solves the trained example. If the stress level 1s high. the parmcular example must be trained again. The
capturing of the tramed example enables to find an optimat number of repetitions of the training process of
cach particular example for each particular human supervisory operator.

Involvement of both these stress characteristic into an educational process of the human supervisory operators conduces
for three mamn cffects. Firstly, they improve therr svstem knowledre and acquire practical skills n the scope of their
individual capabihities and abilites. Secondls. this method enables 1o determine the most siressful circumstances and
move the whole educational process i the direction of stress suppression: 1t can be cut down through the repetinon.
Finally, this approach 1s the best from the financial pont of view. nameiyv the traimag costs are reduced through the
training indiidualization.

SYSTEM FOR THE SYNCHRONISED PARALLEL PHYSIOLOGICAL PARAMETERS
ACQUISITION AND MONITORING

The svstem architecture was designed on assumpuon that the measurement of the physiological parameters and their

pre-pracessing can be executed independently. e.g. there is no dependency among them which would required a
capturing of them into one module. On this assumption. the svstem for the synchronised paraliel monttoring of the
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physiological parameters could be designed on the basis of the client-server architecture. The basic system architecture
is shown on the Figure |.

BASIC SYSTEM ARCHITECTURE

The system for the synchronised paraliel monitoring of the physiological parameters consisted of the following
components ~ measurement devices, client computers, server, and SQL server (database machine). The clients - data
collection modules - collect data obtained from different measurement equipment. After the signal segmentation and
time-stamps assignment to these segments, the simple or more sophisticated real-time pre-processing techniques are
applied. Characteristic features are computed for each segment and, accompanied by the appropriate time-stamp, are
sent io server. Simultaneously, the collected signal segments with time stamps are stored in the local databases. The
way in which the data are processed at the level of clients - data collection modules - depends at any given time on the
operatiens suppotted by the procedures implemented in these modules; they can be renovated in a very simple way.
This semi-distributed approach to data collection and processing enables to make the best account of computational
resources; it also reduces an amount of data transferred to the server. Server is also responsible for starting and stoppmg
clients at any time and for the client synchronization.

Clienss | and 2 f Chents 3 and 4 ¢ . Chients § and 6]

T S B e Em
HaY Bivod LEG Buoimpedance  Shin-gabvame  Respirdlion

Percnnte R evnanive Ritte

Figure 1: Semi-distributed svstem architecture for data coliection and analysis

GENERAL FUNCTIONALITY

This part refers 1o the two basic system components — server and chent. Server is controlled through the user interface
designed with the aim to enable user to control whole measurement process. ¢.g. server and chient modules.  Both the
application server and application ciient features are hsted bellow.
Apphicauon server features:

- Communication and data collection through the TCP/IP network

- A capability 10 evaluate recetved parameters and select appropriate action in a ime interval shorter than 0.5 s

- A capability to display results of evaluation mn a required form

- Biofeedback

- A simple way on modification/ addition of procedures for parameters evaluation

- Extensibility

- Standard communication interface

- A capability to fully explore the mathematical and statistical libraries
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Utilization of MS Windows or special handlers for control of PC peripheries
Utilization of Hardware Abstraction Level, OS services, COM and ActiveX technologies -

Connection to Database

Application ciient features:

Real-time communication with the measurement equipment/ measurement software
A capability for real-time pre-processing of the measured data

A capability to send the results of the measured data prc-processing to the server
Standard communication interface
A capability to fully explore signal processing libraries
Utilization of MS Windows or special handlers for control of PC peripheries
Each client module consisted of three layers — communication inferface, a laver of measurement device/software coatrol
and communication, and signal/data processing layer.

CLIENT MODULES

Until now, seven chient moduies were implemented. from whick four ones are more sophisticated, namely the ECG
client module. EOG clhient module. eye-movement module, and general signal pre-processing module. The other client
modules, namely diastolic and systolic blood pressures client module, skin galvanic response (SGR) client module, and
respiration rale module. were impiemented as simple data-collection clients performing no more sophisticated signal
analysis and parameterisation. In the future, adding EEG and Bioimpedance client modules will extend the family of the
system components. The configuration of client modules is made in accordance to the configuration file saved in the
storage at the server at the beginning of the measurement. Table shows the basic functionality of the client modules.

Table I.. Client Modules Features Overview

Client module 1D Common features Special features
i FIR | IR | FET | Cepstral | Wavelet | Parame | Energy '
j Cfilters | filers | | Analysis | Analysis | terisati
! ! ! on
ECG X O | % XX QRS complex detection
' : i : I RR interval detection
i ‘; . | QT interval detection
3 l | Band spectral analysis
; Band time frequency
i analysis
EOG X X x | Evems detection
3 t HMM
I Eve-maovement X Coa X ¢ itnage processing
i I Ins detection
. + ins movement detection
i Common % X N N i X .
! Blood pressures A b X -
| SGR x A -
| Respiranion rate x b -

FUNCTIONALITY AND TIME COMPLEXITY VERIFICATION

This paragraph reters to the pan of the development process devoled o the syvstem functionality and time complexity
verification Two important verification 1ests were selected for demonstration in this paper
Communicanon functions and procedures ume complexiry
A speed af reading server variables by the clients. The requirement ¢f client modules svnchronisation can be
regardged as the one of the most important requsrements set o the systeny for synchromised parailel monitoring
of the physiological parameters. These venfication procedures test the application functions and procedures
responsible for the chient synchromsatien with aim 1o identifv the largest ume delav between pairs of the client
modules. This largest tme interval defines svnchronisation accuracy.
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Verification test I. Communication functions and procedures time complexity

This verification test mapped the effectiveness of the application functions and procedures. The MATLAB Profiler —a
standard part of the MATLAB software - was utilised for the functions and procedures time compiexity verification.
This tool disposes of capabilities to map time complexity of all in MATLAB written functions and explore them at all
levels. The results of this verification test were continuously used for the code improvement.

Verification test II: A Speed of reading server variables by the clients

In the framework of the operating sysiem (OS) from the family of MS Windows OS, it is impossible to measure the
run-time of a part of a program code. This feature is determined through the Windows OS architecture and cannot be
eliminated. While the application runs, there is any Windows OS service, which has a higher priority than the other
services and applications. However, only the mean value of the run-tir.ae of any function/ apart of program code can be
determined. In the system for synchronised parallel monitoring of the physiological parameters, the speed of reading
server variables by the clients is derived from the run-time of the funciion gerval. The verification test was performed
under the following hardware and software configuration.

- 1103 notebooks HP Omnibook 4150, Intel Pentium 11/450 MHz, 128 MB RAM

- 0O8: MS Windews 2000 Professional

- Notebooks were connected together in the frame of one segment of an Ethernet network

- HP ProCurve Switch (10 Mb/s)

- Notebooks network cards configuration: half duplex mode, speed 10 Mb/s

o

Y [F

k

3
1
L

A

Figure 2. Mean value of the run-time of the getval function. Legend: v-axis: mean value of the run-time, x-axis: the
number of the running chients. More information can be found in the text.

During the verification test, the dependency of the run-time of getval function was observed with regards to the number
of running client modules. Figure 2 shows results of the verification test. The distribution of the server and clients to the
3 computers was the following: red color — server and all clients were run on one PC. violet — server was run on the first
PC and clients were run on the second PC. green color — server and several clients were run on the first PC and the other
ctients on the second PC. light blue color ~ server was run on the first PC. clients were run on the second and third
PC's.

IMPLEMENTATION

This pan refers 10 some remarks and technical details of the implementation of the system for the synchronised paraliel
physiological data acquisition and monitoring. The system architecture was designed for the operating systems of the
MS Windows famiby in accordance to the norms 457 291 483 306 Microsoft. Following OS are supported: M3
Windows 2000 professional, MS Windows XP professional Editon. MS Windows 98 and MS Windows 95. The core
of the system was implemented in MATLAB 3.3, The client modules were implemented in MATLAB 5.3 extended
with the Signal and Statistic Toolboxes. The core of the system, and server and client functions explore the capabilities
of the OS services. COM and ActrveX technigues.
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REAL-TIME ESTIMATION OF STRESS CURVES AND STRESS LEVEL

From the theoretical viewpoint, the techniques of real time estimation of stress curves and stress levels can be
considered as pattern reconstruction/ pattern classification methods. All these techniques contain knowledge on
relationships among physiological parameters and levels of stress. The stress curve reconstruction method is based on
mapping between the n-dimensional space of the physiblogical parameters and the space of values of the stress intensity
function. In both cases, the independent variable is time correlated with the phases of a trained example, if we turn back
to the problems of human supervisory operator training. In the other hand, the stress level estimation is a pattern
classification method, which requires the existence of the stress intensity scale and the existence of mapping from the n-
dimensional space of the physioiogical parameters {a space of patterns) 1o the space of classes. Next text describes both
approaches, but it is necessary to say, that just only the pilot studies and systems were done.

STRESS CURVES RECONSTRUCTION

Stress Curve is a graphical representation of a Stress Intensity Funcuon S(t): t > R. Stress Intensity"Function S(t) is a
mapping from t to R. which characterizes a level of stress set tc the human operator in time. Let the M < R" be a set of
input vectors of the measured physiological parameters and H; ¢ R a set of all possible values of the stress intensity
function S,(t). Then. the mapping from ¢: M—H assigns a value h to each vector m of input pattern set M.

Generally speaking. this mapping is not time-independent, but for the computational reasons. we assume that it is
unique and trme-independent for each human supervisory operator in a short-time period. This mapping is influenced by
many factors. e.g. medicament taking, alcohol drinking, age, fatigue, and all these factors must be taken into account, In
fact, this mapping ¢ 15 approximated through the mapping ©' which is estimated through the soft-computing based
system. We decided to utilize a fuzzy rule system, which enables formulate known relationships among physiological
parameters, special factors and stress intensity function values exolicitly. This knowledge was obtained partially from
the consultation with experts. and partially from the training data acquired during the preliminary tests. More rigorous
approach would be based on invasive measurements - blood analysis.

STRESS LEVEL CLASSIFICATION

While the task of the stress curve reconstruction was focused on the approximation of the mapping ©: M—H. the stress
leve: classification process ciassifies each input vector from M < R" to one of the three classes. Two computational
inteiligence approaches were applied to estimate the psvchical stress level — fuzzy rule system & feed-forward neurat
net. Both classification approaches performed classification to the categories described by the same three-value scale —
low psychical stress. medium psvchical stress. high psvchical stress. Fuzzy rule system consisted of 27 fuzzy rules
defined for 3 inputs & 3 outputs (classification lo 3 classes). Applied neural net classifier consisted in 3-laver feed
forward neural net {3 neurons in input taver. 7 neurons 1n hidden taver & 3 neurons in output laver). Well-known back-
propagation aigorithm was used for this neural net leaming. Two types of neuron output functions were used — linear &
sigmoid functions. A set of simple functions describing the relations among the psyvchical stress levels and simulated
physiological parameters were created. These functions were derived from the real phyvsiological data histories.
Traming data was generated vsing these functions, and 1t consisted of a matrix of 27 mput vectors (blood pressures,
heart rate. respiratory rated. Results obwained by beth classifiers were vers similar. Obtained results imply competency
and comrectness of this approach to actual psychical stress level esumation problem,

CONCLUSION

From the viewpoint of safety assessment in the arca of supenvision of large technological processes. the human-machine
svstems pertorming real-time human supervison operator’'s psychical state analvsis as sunable systems for the safety
risks minimuization and the trairung improvement.

The additional method for the evaluation of the training capturing was presented. The objecuves of this project cover
the design and impiementation of the intelhgent svstem for the estimation of the human supervisory ope-ator stress level
from the real-time acquired physiological parameters, both under the normal and safety critical conditions. The system
for the synchromsed parailel physiological parameters acquisition and monnoring was presented in detail and its
implementation in MATLAB 5.3 under the family of the MS Windows operating systems was presented. This system
consisted of the foliowing components - measurement devices, client compulters. server. and SQL server {database
machinel. Seven chent modules were imptemented. from which four ones arc more sophisuicated. namely the ECG
client module. EOG client module, eve-movement module. and general signal pre-processing module. The other client

152



modutes. namely diastolic and systolic blood pressures client module, skin galvanic response cliemt moduie. and
respiraiion rate module, were implemented as simple data-collection clients performing no more sophisticated signal
analysis and parameterisation.

Real-time measurement of the physiological parameters followed by the real-time stress level estimation can support the
training process in two ways — a siress curve reconstruction for each human supervisory operator for particular
examples and a definition of the capturing of the trained exampie for each human supervisory operator and for each
trained example. Also stress level classification can be useful, particularly in the examples, where the accuracv and
resolution of the stress curve are not necessary. Stress curve reconstruction and stress level classification processes
were described. Pilot experiments in this area were based on application of fuzzy rule system and feed-forward neural
network. Both these methods were designed and test on the limited training set of the measured physiological data.
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ABSTRACT: This paper describes a universal software tool for biotechnological process monitoring. This tool
combines classical model building and process control methods with computational intelligence techniques in one
shared user interface. The particular role of classificators is taken into account by implementing different classification
algorithms. In addition. modelling 1s based directly on plant online sensor signals. Thus, also data mining, especially in
the form of signal conversion and feature extraction. is considered in the tool. The application presented is a fuzzy
cortrol model to control substrate supply 1o a biogas pilot plant developed by means of this software toof.

KEYWORDS: computational intelligence, fuzzy control. neural network, feature extraction, data mining. bioprocess

INTRODUCTION

In the past few vears computational intelligence (Cl) procedures — besides classical methods or 10 complement such -
have gamed increasing siznificance in modelling applications. Fuzzy control (FC) systems or applications of artificial
neural oetworks are the state-of-the-art. Cl methods have become especiailv indispensable m finding solutions in
bioprocess engineering-related process classification, modelhng or contrel, due to grossly non-iinear interreiationships
of process vanables ofien tn connection with no or hardlv exisung process expertise. Some applicauons are described in
[SLI7L0MCLII2L[13)[16] and [17] below.

Prerequisite for the implementation of monitoning and:or control svstem for a broprocess requires s a basic process
analysis {{2].[20]). This paper assumes that the bioprocess 1o be described 1s executed m a plant equipped with online
sensory analvsis of process variables so that online process data records are avaiiabie. Process analysis 1s tasked with
evaluating the senes of statisucal values of process data, if need be. in connection with process expertise. Central task is
the development of an appropriate process medel. The imtally essential aspect 1s the type of modelling. Depending on
the 1arget tmodel with an analog output quantity or classificator) there are quite a number of model building options.
Classcal modeibing methods use. v.g.. difterential equations or statistic classificators. while (’l-based models employ
artifictal neural networks andyor fuzzy logc. Frequently 1t 1s especially a combination of classical and Cl-based models
that yields the desired soluuon for a process model or a control strategy.

The works covered i this paper were aimed at assisting users 1n the selection of a suitabie modelling type. The
developed 100! .Mode! Butlder” integrates several modelling methods and makes such available 1o the user as a graphic
development interface. Each model can be parametenised and put to a data-based testmg as required. Easy and swifl
model building and simulauve verification cnable the user 1o realise verv quickly different medeliing approach to a
given task. In particular the easy comparability of the developed models considerably faciinates finding of an optimat
medeliing tvpe. The implementation of contreller structures 15 also taken into consideration

A further essenuial aspect of meodel buitlding 1s the proper selection of model input variables. In many cases, also
especially in bioprocesses, optimal model input vanabies can oniy be identified via a preceding feature formation. This
15 why also simple methods for feature extraction from ume data senes have been implemenied into this software tool.
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Data mining is completed by the sub-processes ,,Conversion of sensory voltage signals” and ..Scaling* as data pre-
processing and processing functions. .

THE SOFTWARE TOOL Model Builder

BASIC CONCEPT

The Model Builder is a software tool for MS Windows™ operating systems. It provides the user with the possibility to
interactive development, parameterisation and data-based testing of system models, including preceding data mining
functions. Figure | shows the main functional units of the Mode! Builder. All data mining steps as well as different
model-building algorithms are displayed for the user block-orientec via 1 graphic user interface.

Guapi 95

Normalization
Scaling

- (Fuzy Vst )
il devia (PP Mol )
Sigual devirion) MLP Modd

~(__none ) Model with discrete
output(s)

{classification}

Euklidean distance.
Mahalanobis distance

MLP = Multi Laver Perceptren Baysian method.
SOM = Self Organziming Map
FKCN = Fuzzy Kohonen Clustering Network SOM-model

FKCN-model

Figure 1: Main funcuonal units {modules) of the Mode! Builder

DATA MINING

The first data muning step s the preparation of data. Under consideration of uts practical applicability the Model Builder
concept assumes that direct sensor output signals from the piant are used as input signals for the model to be developed.
Typically. such sensor output signals arc voltage vatues representing process signal values. A conversion rule for each
input variable can be deposited in the module ..data preprocessing™ which enables the calculation of physical units of
process variables proceeding from sensor-provided voltage values.

The module ..Data processing™ 1s available as the second data mining step and can be used to scalc input signals.
Typically. all input signals are adjusted to the 0 - 1 range. This is especiaily necessary when anificial neural networks
are used because the neuron activation funcuion 15 only defined in this range.

The last step of data mining is provided in the Madel Builder by the modutle ..Feature extraction™, where the user can
use the functions ..Integration™, | Averaging™. Mimmum value determmation™, .Maximum value determination” and
Signal deviauon determination™. The feature exiraction is aimed at the forming of featurcs related to series of
statistical input values. For one series of statistical values with 144 measured values (scanning rate: [ min, observation
period: 24 h). e.g.. the arithmetical mean can be nput as a feature describing a series of statistical values. The aims of



feature extraction are data reduction and above all filtering of significant signal features to facilitate fater modelling [19]
and [22]. .

MODEL FORMING / CONTROLLER DESIGN

The block ..model building / control* provides several model-building methods using both classical and Cl-based
algerithms. To start with the individual model-building methods are distinguished in terms of model output variables
mnto system models with analog model output and system models with discrete model output (classificators {confer
Figure 1)). Implementation of numerous classificatory-based model building algorithms facilitates easv process
monitoring. e.g. by classifying certain process sensor signals into feature groups (,.process in underload condition™,
wprocess in optimum condition™, ,,process in overload condition™, ,ercor*). The modei-building methods, in particular
their implementation and parameterisation, are explained below in greater detail.

Fuzzy Model )
A fuzzy-model ([8],[21]) can be used for model building or procsss control in cases where the process to be modelled
cannot be described mathematically by means of differential equations, but where experts can provide a qualitative or
verbal description of the relations between process influencing variables. The Model Builder provides a complete
development environment tor fuzzy models and fuzzy controllers

MLP Model

If a mathematica! process description s not possible and in the absence of process expertise. artificial neural networks
are one oppertunity tc siill obtain a process model. However, przcondition for the application of artificial neural
networks 13 the existence of process-describing data records. The Model Builder includes a Multi-Layer Perceptron
(MLP) with a backprop learming algorithm ([15]. [22]) which enables it to “learn” relations between inputs and outputs
of a training dara record file and apply such to new. not learned input data in the recall phase. The MLP can be
employed as a process controller [10].

Statisiical classificators (Euclid, Mahalanobis, Baves)

Statistical classificators sort centamn value pairs of model inputs (objects) on the basis of distance and/or truth
dirmenstons 1into one or more predefined classes {model output) ([31.I8].{111.[14D. This classification is one form of
model building The classificauon results make process monitering or automatic process intervention possible.
The common feature of all stausucal classificators 15 that thev operate according 1o the foliowing algonthm:

1. Determuination of stmulanties  distances  affiliations  truth values of the kth suuaton 1o all K ciasses

2. Determinauon of similanity ranks of the classes
3. Selecuon ot the class wiath maximum simulanty or mummum distance
h’ 5
¢ o= urgr{]md_(x) (1)

The Mode! Builder inciudes distance and similarity dimensions after Euchid (Formula 2, after Mahalanobis {Formuta 3)

ey

and after Baves tFormuia 40 ([3L0VALIH022)

dix) = omfo= (T @
do(x) = (x-p) Cllx-p, ) 3)
di(x) = klogfcgé_(xw_p:-’)'CAE;-l.X‘”.') 4)

As required by the target of the classification method and according 1o the properties of input data records the user ¢an
define difterent classificators and verify their resulis with test data records.

SOM Model
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Self-organising artificial neural networks (self-organising maps = SOM) are capable of automatically recognising
neighbourhood properties in input data patierns. Hence, SOM are ideally suited for data classification. Provided that
there is a suitable nerwork algorithm and a matching weight matrix allocation, a certain coherent neighbourhood area
for each input data pattetn is activated in the output configuration while the other properties remain inactive.
Unsupervised learning in the training phase results in self-organisation of weights as a function of frequency
distribution of the provided input patterns and their neighbourhood properties {[12},[15]). In order to be usable as a

classificator each neuron has to be assigned a meaning in a labelling phase. The SOM algorithm in the Model Builder
combines the training and labelling phases into one step and, in a furt}«r step, can apply the trained SOM to new data.

FKCN Model

The Fuzzy Kohonen Clustering Network (FKCN) [1] is a neuro-fuzzy model where fuzzy logic and artificial neural
networks ceased to exist independently side by side but blend into each other in the form of an overall model [22).
Especially self-organising artificial neural networks [9] and the fuzzy c-means algorithm ([1],[22]} were combined. The
tain objective of the symbiosis of fuzzy logic and artificial neural networks is to combine the advantages and
compensate the shortcoraings of the individual methods.

All above-mentioned model-building methods can also be used for process controller development. To this end the
process model has to be designed by using an actuating variable as model output.

APPLICATION IN BIOGAS PLANTS (Applicative Example)

BIOGAS GENERATION AND CONTROL ENGINEERING PROBLEMS

Biogas generation from organic residues is a complex process, especially iu anaerobic co-fermentation, and proceeds
via a number of intermediate products. The substrate composition is not constant and 1s subjected to substance-related
and seasonal variations. Economuc use of btogas plants for energy generation requires a gas yield as continually as
possible at an optimal carbon degradation. Meetng of requirement makes it necessary to control the quantity of fed
substrate as a function of the desired pas vield volume. Conventional control systems meet their technical limits
equipment when having to control such anaerobic fermentation processes for biogas generation. The difficulty lies in
the non-hinear relations between substrate supply and biogas exiraction which are linked to large ttme constants. In
addition. those control engineering problems in anaerobic fermentation are aggravated by order-related co-fermentation
of different organmic wastes. The latter entails differing space loads of the fermentation piant. The anaerobic
fermentation process i1s relatively complex and very difficult to describe in mathemarnical and model terms due to the
non-hnearity between substrate feeding. biomass prowth and gas yield [13].

FUZZY PROCESS-CONTROL MODEL

A process-description database was generated as a basis 1o build thi: model building. The lab-scale biogas plant
{fermenter volume & 1) with extensive online measured data acquisition 18 shown n Figure 2.

Frgure 2: Picture of the lab-scale biogas pilot plant (iba — Heiligenstadt)
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Following initial data evaluation with correlation analyses the below measured data were assessed to be process- and
model-relevant. -

s Biogas volume (BGV) [dm’]

s CH; concentration in the generated gas {CH4) [%]

* (O, concentration in the generated gas (CO2) [%]

¢ O, concentration in the generated gas (02) [%]

¢ pH(pH)[-]

The fuzzy model [17] developed by means of the Model Builder is shown in Figure 3. This model operates with seven
input variables that are generated via the data-mining feature extraction function.

I ~ .'A;. ’....di =E;£j§ fﬂ—-—w

vob [dm3/d]

CH4 [vol%)

Features
CO2 [vol%]

Fuzzy N
Q_in fem3/id]
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extraction

02 [vol%]

L

pH [ |

—

Figure 3: Structure of the fuzzy modeis with preceding feature extraction [[7]

The model input variables were the following process-descriptive features:

¢ Gas quantity per dav (GM) {dm’/d]

¢ O, content per day (CH4_d} [%)]

s O, content per day (CO2 d) [%]

e O, content per day {O2_d) [%)]

«  Quotient of CH, and CO; content per day (CH4/COZ_d) [-]

¢ Variauon of gas volume between current and preceding day (dGM) [dm’/d}
+ Arthmetic mean of pH (pH_m) [-]
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Figure 4: Result of a fuzzy system simulation (progression of features and actuating variables)
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The optimal additional dosing rate ((;,) is determined as an output variable and can be directly used for process control
as an actuating variable. The control basis (22 rules) and the pararaeters of the affiliation functions of the hinguistic
terms were prepared together with process experts (Fuzzy expert system).

The model relates to the substrates of fats and hydrolysis as input materials into the fermentation process. The principal
purpose of the fuzzy model is to ensure process safety, l.e. a process faiture is prevented. Moreover. the model
optimises total gas and CH, yields.

The result of a simulation with real process data is shown in Figure 4. This figure depicts the time progression of three
out of seven features (= fuzzy system inputs) and the progression of the optimal additional dosing rate (= fuzzy system
output variabie). After 44 days the retention time was reduced and the organic load increased. This resulted in a risk for
the methane-generating process (as recognisable from the severely lowering pH). The system, logically, defines & lower
additional dosing rate as output variable in order to re-stabilise the process [13].

SUMMARY

This paper presents a universal software system for monitoring biotechnological processes. The software tool ,,Model
Builder* combines ¢lassical model-building methods and CI methods in a modular graphic user interface. Particular
attention was devoted to the classificator model type, which is of great importance in process monitoring, by
implementing different classificatory algorithms. Beside mode! building, also process contro! algorithms can be
developed and put to a data-based testing. The simple model structure and model testing enable the user to very swiftly
realise first process models or. process controllers. Optimal process models or optimal process controliers can be
selected by comparison of simulation results.

The Model Buitder is embedded into an overall algorithm which on the basis of process data that are online acquired by
plant sensors 1s capable of developing and testing on the basis of data a process -model and/or a process controller via
downstream data mining with data preprocessing, data processing and feature extraction. Current activities focus on a
suitable model export to a target hardware system {(uC/DSP system: or guidance system).
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Figure 5. Overall algorithm for data-based development of models / controlier structures
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ABSTRACT: In this paper some medical problems are solved using artificial neural networks. We have identified
patients with potential risk of post-Chemotherapy Emesis and potentiallv intoxicated patients treated with Digoxin.
Neural networks have been also used for predicting Cyclosporine A and Ervthropoietin blood concentrations. Several
neural networks (multilayer perceptron, Elman recurrent neural network, FIR networks. and network ensembles) have
been used. Results show that neural networks are very suitable tools for medical classification and prediction tasks,
outperforming the mostlv used methods in this field {logistic regression and multivariate analysis). Several software
applications have been developed in order to improve clinical outcomes and to reduce costs 1o the Health Care System.

LEYWORDS: artificial neural networks. classification. prediction. software application. Decision Support Systems.

INTRODUCTION

Monitoring paticnts treated with drugs s an essentiai task nowadavs. Prediction of bleod concentrations in order to
adminster a proper dose and prevenuon of intexication continues to be an important aspect in ¢linical decisions. In fact.
the health carc team n a hospital decides dailv the dose to be administered by assessment of the patients” factors and
their climcal conditions. This decision-making process can be aided with mathematical models and usuallv classical or
statistical methods are used. However. reactions that occur i the human body are much more complex than those
simulated by theoretic equations. which often do net meet the underlving hypothesis. Despite of this evident fact, a
review of the hiterature shows basically two hincar models: logistic regression for classification and multivanate analysis
for predicuion. These models offer good outcomes and some knewledge gain in the problem since one can see the linear
influence of the model inputs on the dependent vaniable. However. thev offer. in general. poor results when
relationsiups between vanables are not bincar, " priort” assumptions about the underiving svstem are not theoretically
aad emminicatly well-founded. when data are sparse. the probabiuiny distnbution tfunchion 15 unknown. non-uniform
samp'ing 0 the ume series 1s evident, or mighly unbaianced classes are encountered ([1].[2]1. On the other side, neural
networks are non-hinear regression maedels 10 which no previous knowiedge of the problem 1s needed and it is not
strictly necessary to assume a specific relationship between vanables. These teatures allow the user better versatility
and generalizanion performance thar usiag classical methods.

In this paper we present a four-vear project focused on the apphcation of classical and neural approaches for solving
pharmaccutical probiems. Several software applications have been de veloped 1n order to improve clinical outcomes and
reduce costs to the Health Care System. The manuscript 1s arganized as follows: in the next section we describe a series
of applications 1t which neural networks has been used 1o solve some classificauon and prediction problems; we will
end with a bric{ discussion containing concinding remarks and a proposal for further work.

Inteiigent e-Health Applications in Medrioine
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SOFTWARE APPLICATIONS

CLASSIFICATIONS OF PATIENTS WITH POTENTIAL RISK OF DIGOXIN INTOXICATION

Digoxin 1s a drug that does not reduce the mortality rate among patients with congestive heart failure but is considered

useful in controlling the symptoms invoived in this pathology. Due to its natrow therapeutical range, commonly

accepted between (.8 and 2 ng/ml, more than 10% of the patients treated with it can suffer toxic effects. A patient is

usually considered at risk for digoxin poisening when the blood concentration of the drug is above the therapeutic

range, 1.e. 2 ngiml. The data used corresponds to 257 patients monitored in the Pharmacy Unit of the University

Hospital Dr. Peset in Valéncia, Spain. The best modei obtained is a nultilayer perceptron (MLP) with sensitivity (Se)
and specificity (Sp) of more than 80% in the validation set'. It is made up of 14 input variables (including physiotogical
and treatment variables}, nine neurons in the hidden layer and one output node that distinguishes patients with risk of
been intoxicated (Plasmatic Concentration (PC) 2 2ng/mL) [3].

A software for monitoring the clinical evolution of the patients and for predicting and preventing the symptoms of
digitalis toxicity was deveioped and is used currently. This 100! was developed in Visual Basic [4] and consists of
several forms where the data are collected and introduced to the model. Results are showed in another screen along with

the recommendations for the specialist in each case. A module for database management. help files and tips for correct

use of the program are aiso included. In Fehler! Unbekanntes Schalterargument. some windows are shown. Great

success and confidence was achieved in the preliminary tests and nowadays the tool is working in the Pharmacy service.
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Figure Fehler! Unbekanntes Schalterargument.. Two windows of the software PreTox-DGX. Data are entered in a
form and. after presenting the inclusion-excluston criteria. results are presented. User can also retrieve statistics and
comparison with logistic regression is also effective.

CLASSIFICATION OF PATIENTS ACCORDING TO THE DEGREE OF POSTCHEMOTHERAPY EMETIC
PROTECTION WITH CYSPLATIN

Anti-nenpiastic therapy forms part of most cancer treatments, 1n combination with surgery or radiotherapy. As a result
of the toxicitv of the drugs admimstered. oncologic pattents have all kinds of negative reactions. Emesis (vomiting and
nausea) 1s. from the patient’s pomnt of view, the worst side effect of chemotherapy. Treatment with cyspiatin is
especiafly difficult becavse of this drug’s high emetogenic capacity 1n a great many patients. A questionnatre on
vomiting and nausea run on patents treated with cvsplatun from Aprii 1996, to March 1998, at the Umiversity Hospital
Dr. Peset and 11 was used to develop a neural netwark for predicung. on the basis of certain characteristics of the
patients and the treatment. emesis during the 24h after antineopiasuc chemotherapy. which 1s the highest risk period.

A multilaver perceptron was devetoped using 212 patrerns and then validated using another 107, In the validation set
specificity was 73% and sensiiviry 3% (79% success rate} [5]. This model was introduced into a web site that also
contained a series of elements te help with the modet and the probiem. In Fehier! Unbekanntes Schalterargument. a
sample of the web site 1s shown.

' Sensitivity 1s the correct classification percentage on intoxicated panents. Specificity 15 the correct classification
perceniage on non-mtoxicated patients.
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Figure Fehler! Unbekanntes Schalterargument.. Web site containing the emesis classification model. The figure
shows the window for data introduction.

PREDICTION OF ERYTHROPOIETIN (EPQ) DOSE

EPO is administered externally 1o increase hemoglobin (Hb) or hematocrit (Ht) in anemic patients. In general, the goal
is to hold Hb levels at about 12 g/dL andror Ht at 35% [6] The fina! goal of our work is to provide a mathematical
model for predicting the EPO dose that guarantees the appropriate Hb level in every patient.

Patients used to obtain and validate the model belong to Valencia's Nephroclub Center. The poputation used to generate
the model comprises 77 patients (495 patterns) and another 33 patients (174 patterns) were used to validate the models.
In accordance 1o international directives, results are expressed as a percentage of success rates when the prediction error
is below 0.5 g/dL. We used the MLP, the Finite Impulse Response (FIR) network and the Elman recurrent network for
predicting the hemoglobin concentration. Resuits with all of them were verv similar (in above the 97 % of the
predictions the commutted error was less than 0.5 g‘dl. which it 15 a correct prediction according to the experts) [7].
Furthermore. we used a neural networks ensembie formed by these three nerworks, but since they offered very
correlated outpurs. the results were not improved.

The best mode! obtained was implemented 1 a user-friendly software that consists of a main sereen on which the
prediction appears after data from the preceding menth are filled in, and the possibility of changing the dose of EPO
depending on how the dose affects the Hb level. Once the dose has been decided on, it must be stored. In Fehler!
Unbekanntes Schalterargument. a capture of this tool 15 shown
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Figure Fehler! Uinbekanntes Schalterargument.: Main window of the application for predicting EPQ dose {fictitious
patient and datal.
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PREDICTION OF CYCLOSPORINE BLOOD CONCENTRATION

Cyclosporine A (CyA) is generally considered a critical dose drug. Its narrow therapeutical range is an important issue
in the clinical management of transplant patients, whereas underdcsing may resul: in graft loss and overdosing causes

kidney damage, increases opportunistic infections, systolic und diastolic pressure, and cholesterol. Moreover. the

pharmacokinetic behavior of CyA presenis a substantial inter- and intra-individual variability [8}.

Thirty-two renal allograft recipients treated in the Nephrology Service of the University Hospital Dr, Peset were

included in this study. Time series for every patient are of different length ranging from 13 to 22 samples. Two thirds of
the population was used for training the models and the rest for their validation. Each pattern or example was

constituted by the present and past values of the variables described.

We have used three neural models for the prediction (Multilayer Perceptron, FIR network and Elman networkz). and

also we have considered combined forecasts. We focused on simple linear combinations such as the equal weights

(EW) method, the minimum-variance (MV) method and the Optimal Linear Combination (QOLC). All of them are .
extensively described in [9]. The FIR network shows the best ouicomes among the single models, but with neural-

network ensembles, outcomes are clearly improved. The best mixture was formed by the OLC [10]. More complex
models using different number of each kind of experts have also heen attempted but results were similar, A software

application impiementing the FIR network was developed in order to predict the CyA (see Fehler! Unbekanntes

Schalterargument.). One can try the parameters of the network, and after the train runs. Results are showed in another
window,

ENTRENAR RED CON LOS SGUIENTES '
PARAME TROS:

Figure Fehler! Unbekanates Schalterargument.. Windows of the application for predicting the CyA dose.

DISCUSSION

The present report have presented the use of neural networks in medical and pharmacy applications by offering four real
applicattens. Results have always been improved when using these modeis 1n comparison to the early stages when
linear models were the first, easy though hmited approaches attempted.

Al present these tools are being tested for chinical-decision aid via software programs and web pages. Initial results
indicate that neural networks can be used to reach a better modelization of the body’s reactions to medication and,
consequently, to improve treatrnent of patients. We are working at present on more complex models (IR and Gamma
networks, kernel-based methods and neurofuzzy networks) which can provide more sophisticated performance in
complex situations. On the other hand. we are rescarching on rules and knowledge extraction from trained networks.
We expect that an understanding of accurate models will provide us with informanon about which variables are

* ARMA models were also attempied but results were poor due to the non-uniform sampling. the inherent complexity of
the sertes and their shert length.
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important and which meaningless, and about treatments and suitable protocois for the posology individualization and
the idenuification and prevention of toxic effects in the patients. .
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ABSTRACT: Signal processing specialists are often confronted with the problem of recognizing a sequence of evenis
corresponding to the signature of a particuiar process state. We tackle the problem of discovering, without the "manual”
aid of an experi. implicit retations and temporal constratnts from a collection of dated events detected on temporally
structured signals. The proposed approach associates tightly signal processing and learning methods. The signal-
processing module abstracts the signal data into stationary segments and calculates their basic characteristics. These
values are then used as inputs for cluster analysis that finds the best division of all segments into clusters. Resulting
clusters are used as training and testing sets for neural network learning. The approach is illustrated on classtfication of
events on EEG records.

KEYWORDS: digital signal processing. cluster analysis. neural network. EEG signal. adaptive segmentation,
classification

INTRODUCTION

Signal processing specialists are often confronted with the problem of recogmizing a sequence of events comresponding
to the signature of a particuiar process state. This difficulty mav be even greater in homedical domains where
behaviour of processes 1s poorly known and consequently the related scenanes that must be recognized. This is the case
m neurology. for instance. where the relation between EEG peaks (ransient paroxvsmal events associated to the
pathologyy and epiiepsy crises 15 not weli explamed. The questton s, "if a relanon exists between signals and process
states, how can it be automaticaliv qualified™

Another probiem that mav be successtully solved using automatic pracessing s anaivsis of leng-term signal recordings.
Nowadavs 1t 15 1mpossible to check the recordings manually. Usually 1115 not sufficient to idicate maximum and
mimmum vaiues but more frequently 1t s necessary to detect certain shapes in the signal that correspond to significant
events. In such cases standard cconvennuonal) temporal and frequency analvses are not sansfactory.

We proposc 1o associate signal processing and machine learming to classify the events. The signal-processing modute
abstracts the s1gnai data into stanonary segments and calculares thewr basic characternisires These values are then used as
mputs for cluster anaivsis that finds the bestdnoasion of ali segments into ciusters, Resulung clusters are used as traiming
and testing scts tor neural network feaming

We illustrate our approach on classificavon of EEG signal of epiieptic patients. The anaivsis and evaluauon of jong-
term EEG recordigs have recenty ganed wncreasing imponance. One of the problems that are connected with the
evaluation of EEG signals 15 that it necessitates visuai checking of such a recording performed bv a phvsician. In case
the phvsician has to check and evaluate long-term EEG recerdings computer-aided data analvsis might be of great help.
Qur case studv work deals with the 1ssue of application of artificial inteliigence methods to the analysis of EEG signals.
The work describes the destgn and implementation of 4 svstem. which performs an automauc analysis of EEG signals.
Several attempis 1o detect epilepuc seizures have already been made. They use formalisms such as conventional
temporal and trequency analvses [1], [2]. [2]. quantnative characterization of underlving non-hinear dvnamical systems
[4]. tocal texture features 1in comjunciion with waveiet transform {3). neural networks [6]

In the next sections we describe used theoretical methods, proposed approach that combines the methods, and give
some details about the implemented svstern. Finaliy we present experiments and obtamned results.

inteligent e-Health Appircations 1n Medicine
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MATHEMATICAL METHODS FOR BASIC SIGNAL ANALYSIS

A signal is a description of how one parameter is related to another parameter. Time and frequency are the most
common parameters to. appear on the horizontal axis of acquired signals: the vertical axis mayv represent voltage, light
intensity, or an infinite number of other parameters. In general, signals can be analysed both in temporal and frequency
domains [7]. The basic characteristics in temporal domain are the mean (the average value of a signal) and signal
variance {square of standard deviation). Another important parameter is signal-to-noise ratio. which is equal to the mean
divided by the standard deviation. In frequency domain, one of the basic transforms used for signal description is
Fourier transform. 1t may be applied both to continuous and discrete signals. Discrete signals are processed by Discrete
Fourier transform. Its efficient software implementation is called Fast Fourier Transform (FFT). lis advantage in
comparison to analysis using digital filters is that we acquire as results not oniy amplitude spectrum but also phase
spectrum, Then it 1s possible to calculate further signal characteristics, for example correlation function, power spectra.
Correlation contains information on relation of signal value x{?) for time ¢ = ¢, and value of this signal x(tj (or another -
signal pr¢}} for time ¢, = 5 + 1. Correlation represents optimal way to detect a known waveform in a signal
Autocorrelation is used for a signal correlated with itself. This function is very useful and frequently.used because its
Fourier transform 1s the power specirum of the original signal. i is used, for example for detection of signal periodicity.

ADAPTIVE SEGMENTATION

In automati: signal analysis, extraction of informative attributes with the greatest possible discriminative ability belongs
to important tasks. If we use signal divided to intervals of constant length for acquisition of informative attributes. non-
statiorariness of the signal may cause distortion of characteristics estimation. Segments defined in this way may contain
mixture of waves of different frequencies and shapes. It is prefetatle to divide signal to segments of different interval
length that are stationary. There exist several approaches to adaptive segmentation [8]. [9] which divide signals to
stationary segments.

ADAPTIVE SEGMENTATION BASED ON AUTOCORRELATION FUNCTION

Let us have two windows, one of them 15 reference window and 15 fixed to the beginning of the segment. The secund
window is sliding (testing) and slides along the signal. Sigral characteristics are calculated in the fixed reference
window. The same characteristics are calculated in the sliding window. From the differences of signal characteristics in
both windows measure of difference (deviarion from stationariness) is determined — see eq. (1).

This measure corresponds to difference of signals in both windows. If the measure of difference exceeds defined
threshold, the point is marked as segment border. The reference window is fixed to the beginning of 2 new segment and
the procedure 15 repeated

Measure of difterence is calculated from the difference of autocorrelations of reference and testing windows

AR, ()= Rypa(n))]
DIFF = -
2 Ry (0IR,..(0)

n=0
where Ry 1s autocerrelation of the window., W, W are windows, ACFL is number of coefficients of autocorrelation.
The disadvantage of this method is delay of indication of segment border time stamp behind the rezl border. This delay
must be estimated from further signal course.

(H

ADAPTIVE SEGMENTATION BASED ON TWO JOINT WINDOWS

The idea of sliding two joint windows follows the method proposed in [10]. It 15 based on calculation of differences of
two windows. The difference s calculated from spectra of both windows. using FFT. The mcthod 1s very slow because
the difference is calculated using FFT for each window shift. In addition, the method indicates borders even around real
segment borders. Therefore in our approach the autocorrelation is used for calculating measure of difference, similarly
o [8]. Advantage of this new method is indicauon of segment porders without delay and possibility of multichanne!
segmentation

Following procedure enables to indicate segment borders: Two joint windows slide along the signal. For each window
the same signal characteristics are calculated. Measure of difference 1s determined from the differences of signal
characteristics in both windows. This measure corresponds to difference of signals in both windows. If the measure of
difference exceeds defined threshold. the point 1s marked as segment border.
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CLUSTER ANALYSIS

Cluster analysis is a widely used technique whose goal is to partition a set of patterns into disjoint and homogeneous
clusters [11]. Each pattern is described by features (attributes) and their values. Cluster analysis can be used as
classification method as well. It belongs to methods of leamming without teacher. which is in some cases necessary.
especially if we do not know classified examples in advance. 1t is often used for a priori classification before using
methods requiring training sets with known ciassification. Cluster analysis enables to adjust ciassification not only
without inforrnation about correct classification, but also in extreme case without information about optimal number of
classes. [t uses for pattern identification similarity measure. It searches for “natural” data structure (if it exists). Patterns
belonging to the same cluster have higher value of similarity measure than patterns belonging to different ciusters.
Various metrics are used for calculation of similarity measures. The most frequently used ones are Euclidean and
Mahalanobis metrics. Mahailanobis metrics respects dependency of individual attributes and standardizes the attributes.

DATA STANDARDIZATION

In practical applications. values of different attributes may differ in order. If we use Euclidean metrics for such data,
attributes with high values will dominate the cluster analysis. Thus if we consider all attributes having the same
importance it is necessary to perform atribute standardization.

Let us have n patterns forming a matrix Z. =, ; = (:n, .’.’fz,..,z,.p), i€< 1,n > . Each pattern has p atiributes. We

o
perform following operations for all patterns:

We calculate the mean =, and standard deviation s for je<l,.,p>

J
= _I : -
~) __Z"*-J' 2
n =1

5;= -l-i(:i_), --Ejf (3)

I, T — (4)
The standardized att-ibutes are dimensioniess quantines,

CLUSTERING METHODS

In principal. the clustering methods can be divided into two groups. namely hierarchical and non-hicrarchical methods.
Let ws brieflv desenbe principie of nen-hierarchical methods because this approach has been selected for
implemrentation.

The core of non-hierarchical methods 1s tinding optimal breakdown of clusters according to specified enterion of
breakdown opumahity. If the critenon reaches its extreme, the breakdown 1s opumal. There are two parts of the
problem. The first one solves the task of the breakdown 1o the most suntabie number of clusters that should constitute
the optimal breakdown. The second one solves the task of finding optimal breakdown to given number of clusters.

NEURAL NETWORKS

In general, artificial neural nerwork is a structure tor parallel daia processing that 15 composed of many simple
processing elements. Each of them can accept arbitrary fimte number of input data in paraliel and send arbitrary finite
number of equal information about state of its single ocutput. Most frequently used neural networks are multilayer neural
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networks, usually with an input layer, one hidden layer, and an output layer. According to topology, they can be divided
into two groups. namely feed- forward networks and feedback networks.

The neural network model used has been a standard three layer feed-forward network, trained with rhe resilient back
propagation algorithm. A sigmoid activation function has been employed throughout. Resilient back propagation
algorithm usually converges faster than other algorithms.

DESIGN AND IMPLEMENTATION OF THE SYSTEM

The systemn for adaptive segmentation and classification of nonstationary and time-varying signals has been designed
and implemented as a2 modular system - see figure [.

l signal

adaptive
segmentation

segments with attributes

cluster analvsis

clusters

neural nerwork

trained neural network +
classification result

Figure 1. Functienal structure of the program

ADAPTIVE SEGMENTATION MODULE

The first module performs adaptive segmentation. Since the input signal may have different course 1t is possible to set
parameters of adaptive segmentation. The most important adjustable parameters are: window tvpe for FFT, window
length (= number of sampies). number of peints for Fourier transform. mimimal lengtiv of segment, number of samples
for filtering. parameters tor caleulating window difference (e.g. averige amphitude, average frequency. vanation). When
all parameters are set segment borders are idennfied. If a segment 1s toe short it can be jomed to that neighbouring
segment. which has more similar value of signal vanauon. Frequency characteristics of windows corresponding to
power spectra are displaved.

Selection and calculation of atiributes

After segmentation, attributes that will be used for classification arc selected. The following attributes describing signal
can be used. average AC amplitude in the segment. vanance of AC amplitude in the segment, maximum positive and
minimum negative values of amplitude m the segment, maximum value of the first derivation of the signal in the
segment. maximum value of the second derivation of the signal in the segment. average value of frequency in the
segment, amplitude values in: defined frequency bands (e.g. for EEG in alpha. beta, theta. and delta bands). Al attribute
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values are standardized. These values serve as input data for cluster analysis module. All atribute values for all
segments and all channels can be exported to a text file as well. [t 15 nossible to export values both before and after
standardization.

CLUSTER ANALYSIS MODULE

The method used is non-hierarchical clustering of k-means [12], [13]. The user may define number of ciusters. Implicit
value is 6 clusters. However. the number of clusters can be changed in dependence on character of processed signal.
Another possibility is to apply estimation of number of clusters using functional of breakdown guality. Besides number
of clusters it is possible to select attributes that will be used for clustering. If a segment is misclassified from the point
of view of an expert. its class can be changed manually.

NEURAL NETWORK MODULE

Implemented neural network has one hidden laver at which number of neurons can be changed. Number of input
neurons is given by number of attributes set in cluster analysis. Number of output layers is equal to number of classes
(clusters). When specifying number of neurons in the hidden laver following facts must be considered. The more
neurons are tn the hidden layer the worse the ability of the neural network to generalize is. And vice versa — the less
neurons are in the hidden layer, the worse the ability of the neural network to learn a sample from training data. Besides
number of neurons in the hidden layer, further parameters for training can be changed. namely step of weight
incrementation and decrementation, reset of weights, number of learning epochs, maximum MSE error. Trained neural
network can be saved to a file and later used for classification.

EXPERIMENTAL DATA AND RESULTS

Far experiments. EEG records of epileptic patients bave been used. System 10-20 (Montreal convention) has been used
for EEG recording. i.e. signals from 2] channeis have been acquired. The input file has standard text format. For testing
the implemented program we have used two records of one epileptic patient. The signal contains epileptic
graphelements of type spike-wave compiex of frequency 3 Hz. In both records there are two epileptic seizures. The first
signal has been used as training data. The signal has beer segmented and segment attributes caiculated. Then cluster
anaivsis has partitioned segments into classes. Classified segments have been used for neural network trainmg. The
second signal has been segmented as we!ll. These segments have been used for neural network testing.

Table | shows partittoning of segments of the training signal done by cluster analysis.

Class | Number of Descripuion
i SCEMEnts
ool i 749 Alpha and theta activities
2 | 183 Artetacts (high waves)
|3 1888 Beta and alpha acuvities
' 4 4 Eptigpuc segments it
;7 3 l 24 Epilepuc sepments

Tabic |: Classes of segments of the trainng signal

Two ncural networks have been trained. The first one with standardized data. the second one with origmal data.
Ciassification error on traming data has been 3 per cent for the first neural network and 4.3 per cent for the second
neural nerwork. Classification of tesung data has brought interesting results Using standardized atiributes, some
segments belonging to class | and having higher amplitude have been misclassified to class 2. Using original attributes
has brought improvement of ciass homogenerty, especially to classes detecting epileptic segments and artefacts.

CONCLUSION

One of the aims of signal classification system development 15 to ease work (in the described application work of
medical doctors}. These systems are to help the doctor interpret long-term EEG records correctly and successively to
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propose the most appropriate treatment, Further applications of these systems can be in education of new doctors. A
number of algorithms exist which may be employed to ciassify unknown EEG signals. Basically, thay can be divided
into two groups. The first group is based on rules defined by human experts. The rules are biased towards human
expertise. The second group utilises various forms of learning, thus avoiding human biasing. Both groups of algorithms
have their advantages and drawbacks.

We have verified suitability of application of chain of several methods for signal processing and evaluation. namely
adaptive segmentation, cluster analysis, and neural network. Since the system enables to export data processed by each
module other methods can be used for their processing as weli, We suppose that this system can be used for
classification of other signals as well.

Future work can be divided into following main directions:

« utilisation of decision trees for classification:

s application of data mining and knowledge discovery methods in order to find possibly new relations among signal
feawres: .

= application of instance-based reasoning (IBR) to the same problem.
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